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1. Introduction

One of the open issues identified in [1] is whether the RLC SN should reuse the PDCP SN or should be based on a PDU SN. This contribution compares the two approaches and concludes that the approach of reusing PDCP SN i.e. having a “Common Layer 2 SN” is superior, since the PDU-based approach has higher complexity and will result in a significant loss in efficiency for the majority of current and future packet sizes, such as TCP ACKs compressed down to 8 Bytes by the new ROHC-TCP profile [5]. 
2. Background
In general, RLC sequence numbering can be done at either one of two levels:

1. RLC PDU sequence numbering, whereby each RLC PDU of a logical channel increments the PDU SN, or,
2. RLC SDU sequence numbering, whereby each RLC SDU (i.e. PDCP PDU) increments the SDU SN. 

The SDU sequence numbering approach benefits from the possibility of reusing the PDCP SN, via including the SDU-based SN in the RLC header while not including the PDCP SN in the transmitted PDCP header as described in [2], in what is referred to as a “Common Layer 2 SN” for PDCP and RLC (i.e. common SN for ciphering, ARQ, reassembly and reordering purposes). Such Common L2 SN approach also benefits from another efficiency advantage when concatenating multiple consecutive RLC SDUs, since only the PDCP SN of the first PDCP PDU needs to be included in the RLC header [2].
3. Discussion
In order to choose between the PDU-based and PDCP-SN-Reuse alternatives, the following considerations need to be examined: 
3.1. Operational/Functional Complexity 
Assigning and maintaining an SN require memory resources (counters) at each of the transmitter and the receiver, and for each one of the UE’s radio bearers / logical channels.

Since it was decided that ciphering will be done on PDCP SDUs [3], a PDCP SN will be required as a starting point. Adding an RLC PDU SN will hence double the number of counters and number of operations related to SN assignment and maintenance.
Furthermore, the PDCP sub-layer will utilize the PDCP SN to perform reordering, in order to provide in-sequence delivery during handover scenarios [3]. Having a common Layer 2 SN implies that a single L2 reordering function can be used by both PDCP&RLC, while the PDU-based SN approach requires the UE to implement an additional reordering function, resulting in two ‘redundant’ reordering operations on each radio bearer / logical channel. 

Summary: In regards to functional complexity, the RLC PDU SN approach has higher complexity since it requires double the functions (for reordering and SN maintenance). 
3.2. Dependency between PDCP and RLC Sub-Layers
The PDCP and RLC sub-layers are both part of Layer 2. Since the PDCP sub-layer will now reside in the same nodes that host the RLC and MAC sub-layers (i.e. UE and eNB), utilizing a common L2 SN will not cause protocol problems.
As mentioned in [4], communication between the RLC and PDCP sub-layers in case of SN reset is less of a concern since it does not require S1 signaling, as both sub-layers will now reside in the same node. In regards to SN resetting operations, we believe the RLC should be considered a ‘slave’ to the PDCP sub-layer since the PDCP ‘assigns’ the SN and the RLC ‘reuses’ it; if the common SN is reset by the PDCP sub-layer, the L2 transmitter simply needs to notify its peer L2 receiver in order to move its RLC receive window (similar to RLC MRW command). This does not represent additional complexity since the RLC needs to support a function for moving its peer’s receive window, as done in UMTS today.
Similarly, user-plane packet loss above the RLC is no longer a concern [4].
In regards to future modifications of the PDCP header affecting the RLC implementation [4], we believe this is an extremely unlikely scenario that might only arise if there is a need to increase the PDCP SN size in future releases while keeping the RLC architecture as is. Thus, to assume that only PDCP SN size might need to be changed in the future, while other Layer 2 (RLC) functions/implementations can be kept intact does not constitute a serious concern. 
Summary: The SN dependency between the Layer 2 sub-layers (RLC and PDCP) does not have any serious concerns or drawbacks. On the other hand, there are no tangible benefits arising from keeping the RLC and PDCP SN independent.
3.3. Applicability to RRC Traffic
In addition to user-plane traffic, the Common SN approach can be applied to control-plane traffic such as RRC, since RRC messages will also get ciphered in the PDCP sub-layer [3]. 

If there are traffic types that are not assigned a PDCP SN and that need to utilize AM or UM RLC bearers, there could be two possibilities:

· If such traffic passes through the PDCP sub-layer, then the PDCP sub-layer can assign it a ‘fictitious’ PDCP SN to be used for RLC purposes, while bearing no significance for PDCP purposes.
· Alternatively, the RLC sub-layer can assign the SDU SN of the RLC header by itself.
3.4. Efficiency (Reduced Overhead Burden) Analysis
In general, the Common L2 SN approach has better efficiency (less overhead burden) than the PDU SN approach. This can be attributed to two sources: a major one and a minor one. 
Let’s start with the minor source first. Reusing the PDCP SN by the RLC implicitly allows for RLC SN context continuity during inter-eNB handover, since the PDCP SN will be continued and transferred along with the forwarded PDCP SDU’s [3]. This implies that the UE and target eNB can each optimize their transmissions via exchanging STATUS reports in the target cell, and avoiding the unnecessary transmission of SDUs that have been correctly transmitted but not yet acknowledged in the Source eNB.
The major source of efficiency on the other hand arises from reducing the overhead on small IP packets such as VoIP and TCP ACKs which constitute the majority of Internet packets today. The next examples illustrate how small a PDCP PDU (RLC SDU) can be:
· During bursts of conversation, an AMR VoIP stream encoded at 12.2 kbps generates 72-Byte VoIP RTP/UDP/IP packets, which ROHC compresses down to ~ 35 Bytes.

· TCP/IPv4 ACK’s are typically 40 Bytes, while TCP/IPv6 ACK’s are 60 Bytes.

· But with the upcoming ROHC-TCP profile [5], the size of TCP ACKs will shrink down to 6 to 8 Bytes for TCP/IPv4, and down to 5 to 7 Bytes for TCP/IPv6 without SACK option, as shown in section 4.4 of [5].
Statistically, most of the packets in today’s Internet are small [6]

 REF _Ref143674841 \r \h 
 \* MERGEFORMAT [7]. Upon examining many of the packet length CDF’s shown at [6]

 REF _Ref143674841 \r \h 
 \* MERGEFORMAT [7], one can establish the following assumptions in regards to Internet TCP traffic characteristics:
· At most 35% of TCP packets have a length of 576 Bytes or higher ( at least 65% of TCP packets are strictly less than 576 Bytes in length

· At least 55% of TCP packets have a length of 40 Bytes or in its near vicinity, i.e. 40 to 60 Bytes

Utilizing those three sizes (40, 576, and 1500) in addition to an 8-Byte RLC SDU size used to represent the utilization of the ROHC-TCP header compression profile [5] in future LTE systems, we constructed Table 1 to analyze at what data rates concatenation vs. segmentation will occur, and the overhead burden due to PDU SN versus Common L2 SN schemes. We utilized the scheme described in [2] as the Common SN scheme; assumptions and calculations are shown in the Appendix
. 
Table 1: Number of concatenated SDUs OR number of segments per SDU, and the corresponding overhead burden due to PDU SN schemes, for various SDU sizes and data rates
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Table 1 demonstrates that RLC segmentation will be relatively rare in LTE systems when compared to concatenation which will be far more common; this is due to 3 driving factors:
1. LTE is a high data rate system; as shown in Table 1:

· Segmentation will never occur at 12.5Mbps or higher data rates; 
· furthermore, even for data rates between 2.5 and 12.5Mbps, the number of segments is quite small 
2. Scheduler operations: 

· The scheduler will typically allocate a higher data rate for services that generate the larger packet sizes, such as FTP file transfers. Hence, segmentation could actually be rarer than it appears in the table. 

· In general, there is a tendency to employ fat-pipe scheduling to maximize overall system performance.

3. Independent of LTE data rates, small packets will dominate:
· Therefore, even at the very low LTE data rate of 0.5Mbps, the majority of Internet packets (i.e. 40 Bytes TCP ACKs today, and 8-Bytes in the future considering ROHC-TCP) will not be segmented. 
Although it is difficult to predict what the data rate distribution in an average LTE cell will look like, in order to provide some numeric estimates, one can reasonably (safely) assume that in such a high data rate system, around 75% of LTE traffic will enjoy scheduled data rates of 2.5Mbps or higher, thereby at most 25% of traffic will have scheduled data rates lower than 2.5Mbps. Given this and given the overhead calculations in Table 1, we constructed the probability tables shown in Table 2 assuming an Internet Mix (IMIX) model
.
Table 2: The expected overhead burden increase due to PDU SN schemes when compared to Common SN schemes, for current and future TCP traffic characteristics, assuming the IMIX traffic model2
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From Table 2, one can make the following conclusions:
· For current RLC SDU traffic characteristics, PDU SN schemes on average suffers a ~2% additional overhead burden compared to Common SN schemes, and such burden is as high as 4.4% for the most probable packet sizes.
· For future RLC SDU traffic characteristics, PDU SN schemes on average suffers a ~14% additional overhead burden compared to Common SN schemes, and such burden is as high as 24.5% for the most probable packet sizes.
· Hence, one concludes that PDU SN schemes will result in a significant increase in overhead burden compared to Common L2 SN schemes.
To perform a similar analysis for VoIP, we utilized the statistics provided in [10] for AMR VoIP at 12.2 kbps to construct Table 3. Since VoIP packets will not be concatenated, as shown in the Appendix the extra overhead burden due to PDU SN is simply the size of the additional RLC PDU SN, which we assumed to be 1 byte. 
Table 3: The expected overhead burden increase due to PDU SN schemes when compared to Common SN schemes, for VoIP AMR 12.2kbps traffic characteristics, using packet size statistics from [10]
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Probability 0.00% 0.89% 77.02% 3.92% 3.56% 0.89% 2.61% 0.11% 9.63% 0.49% 0.44% 0.11% 0.33%
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Table 3 shows that the average loss in efficiency due to the PDU SN scheme’s increased overhead is 3.6%, which is mainly attributed to the small size of VoIP packets, whereby ~87% of VoIP packets are 35-37Bytes (Speech), and 9.6% are 10 Bytes (Silence Indicators). 
4. Summary 
Table 4 summarizes the comparison results between the two SN schemes. Despite introducing additional complexity, RLC PDU SN schemes actually suffer from increased overhead burden and lower efficiency, especially when considering VoIP AMR 12.2kbps traffic, and TCP traffic using the ROHC-TCP header compression profile. The Common L2 SN approach on the other hand has less complexity, no foreseen drawbacks, and is significantly more efficient for current and future traffic characteristics.
Table 4: Summary of comparison between the two schemes  
	Evaluation Criteria
	Common L2 SN
	Additional RLC PDU SN

	Memory and operations required for SN assignment & maintenance 
	+

Single set of SN counters and SN operations
	–
Complexity increases due to duplicating operations

	Reordering function per logical channel / Radio Bearer
	+

Single reordering function for both PDCP/RLC
	–
Complexity increases due to duplicating functions

	Sub-layer independence between the RLC and PDCP
	Dependent sub-layers, but 
no issue or added complexity
	Independent sub-layers, but

no tangible benefit

	Applicability to RRC and Other Traffic Types
	Works for all traffic types
	Works for all traffic types

	Overhead for TCP traffic without ROHC-TCP compression
	+

More efficient
	–
Increases overhead, reduces capacity

(~2% worse on average for IMIX2)

	Overhead for TCP traffic with ROHC-TCP compression
	+

Substantially more efficient
	–
Increases overhead, reduces capacity

(~14% worse on average for IMIX2)

	Overhead for VoIP traffic with ROHC header compression
	+

Significantly more efficient
	–
Increases overhead, reduces capacity (3.6% worse on average for AMR)


5. Conclusion 
In this contribution, we analyzed and compared the Common L2 SN versus RLC PDU SN approaches for sequence numbering. Our analysis and results show that the Common L2 SN approach is more efficient and does not seem to have any negative aspects. On the other hand, the PDU SN approach increases functional complexity and yet, it is significantly less efficient and will lead to capacity losses for VoIP traffic and for TCP traffic with ROHC-TCP header compression. Therefore, it is proposed that a Common L2 SN should be adopted in LTE. 
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APPENDIX 

This section attempts to summarize the advantages of each scheme under all possible scenarios, such as concatenation of multiple RLC SDUs into an RLC PDU, single SDU in a PDU, segmentation of an SDU into multiple PDUs, and re-segmentation into multiple sub-segments (PDUs). 
The table below shows the calculated overhead in bits per RLC PDU and per RLC SDU. The parameters are:
a = PDCP SN size 

b = RLC PDU SN size

K = Number of SDUs concatenated in a PDU

N = Number of segments produced from an SDU in case of segmentation

S = size of the segmentation information (depends on segmentation scheme)

	
	Concatenation
	Single SDU
	Segmentation

	Overhead incurred in PDU SN schemes
	Ka + b
	a + b
	a/N +b

	Overhead incurred in Common SN schemes
	a
	a
	a + S 

	Overhead reduction per RLC PDU due to Common SN schemes
	(K–1)a + b
	b
	– [(N–1)a/N – b + S]
~= – [a – b + S],

If N is large

	Overhead reduction per RLC SDU due to Common SN schemes
	(K–1)a/K + b/K
~= a (if K is large)
	b
	– [(N–1)a – Nb + NS]




To calculate the results in Table 1 of section 3.4, we utilized the formulae in the above table, and made the following assumptions:
· 1 msec TTI

· a = 2 bytes (the PDCP SN size)

· b = 1 byte (the RLC PDU SN size)

· S = 3 bytes (e.g. assuming segmentation or re-segmentation  uses start and offset approach in bytes)
· The concatenation overhead of 2-bytes per concatenated SDU was the same for both PDU SN and Common SN schemes hence it does not provide an advantage to either scheme.
In the case of re-segmentation, PDU SN schemes have lower overhead during re-segmentation when compared to Common SN schemes (to be exact, the overhead reduction is [(N-1)a – Nb] bytes per RLC SDU, where N is the total number of segments and sub-segments per SDU).  Notice that in the case of re-segmentation, the PDU SN schemes do not enjoy the same level of overhead reduction that they enjoyed in the segmentation case (which was [(N-1)a – Nb + NS] bytes per RLC SDU). This is because in principle similar re-segmentation information needs to be inserted in both cases; for example, if byte-offset/length information are used for re-segmentation, then such information will need to be inserted in sub-segments regardless of whether PDU SN or Common SN is used. Since we expect re-segmentation to be an even rarer case than segmentation, and moreover, since the overhead reduction difference between the two schemes in the re-segmentation case is upper-bounded by that of the segmentation case, we estimate that re-segmentation should have a marginal effect on the capacity calculations. 
� To intuitively interpret the results of this table, one of the advantages of the Common SN scheme in � REF _Ref169925926 \r \h ��[2]�  is that it uses a single SN for consecutive SDUs that are concatenated; as more packets get concatenated, this saves 2 bytes (i.e. PDCP SN size) per packet, which corresponds to 25% and 5% for 8-Byte and 40-Byte packets respectively. In case of a single SDU (no concatenation), savings due to the Common SN are ~50% of this i.e. 1 byte (= PDCP SN size – RLC PDU SN size) per packet, assuming 1-byte is used by the RLC PDU SN scheme.


� There are a variety of models for Internet traffic mix (IMIX), most of which typically employ tri-modal distributions with three peaks at 40, 576, and 1500Bytes. A typical IMIX used for testing routers � REF _Ref143677739 \r \h ��‎[8]� is composed of 59% of 40-Byte, 18% of 576-Byte, and 23% of 1500-Byte packets. 





