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1 Introduction

 In this document we discuss possibilities to take advantage of that the UE has better UL synchronizion knowledge than the network. 

2 Background
At RAN2#57bis it was concluded that UEs shall be allowed to lose UL synchronization. It was assumed that when UE is considered to be out of synch, the way to regain synchronization is that UE does a Non Synchronized Random Access (NSRA), see also [1]. It has been assumed that both the network and the UE would know the uplink synchronization status of each UE and their view would be consistent. 

The way for how to determine that a UE is unsynchronized is by expiery of a timer, that could be reset e.g. whenever UE receives a timing advance (TA). In order to allow for UEs traveling at 500km/h the timer would be set to 0.5s. 

It could be assumed that when UEs need to maintain synchronization, e.g. continuously due to real-time nature of application, or during data bursts, UEs would need to do UL transmissions of sufficient bandwidth at regular intervals, e.g. uplink sounding which would make it possible for Node B to measure UE uplink synchronization and generate TA commands when needed. 

3 Discussion

3.1 Current Approach

The discussed and proposed principles so far assumes that maintentace of UL synchronization is done by Node B and a UE has no capability to know anything about its Uplink synchronization status in addition to the timer. 

These current assumptions has some consequences: 

· When UE is allowed to lose synchronization, and the timer has timed out, new data transmissions (in UL and DL) has to start with a NSRA and a following response. However, the timer is assumed to be set to handle the high-mobility case, but most UEs are in fact low-mobile or stationary (reasonable assumption: 95% of UEs are low-mobile or stationary). So, in fact even though the timer has timed out, most of the UEs would still be in synch, and those NSRA procedures, although not needed, would still be done and add additional data transmission latency and add to the RACH load.

· When UE need to maintain synchronization, it needs to generate UL transmissions (with sufficient bandwidth) with a time interval that is at least the same magnitude as the loss-of-synch timer. This means that maintaining UL synchronization should be avoided whenever efficient UE battery saving is wanted, as the UE is mandated to regularly transmit. In analogy with previous bullet, most such UL transmissions would actually not be needed, as most UEs are low-mobile or stationary.

· There is no way to utilize that UEs might have capabilities to extend or maintain synchronization idependently. 

The currently assumed approach could be somewhat optimized by e.g. allowing the Node B to manage individual synch management timers for different UEs, based on the UE mobility. Typically a Node B could use Doppler spread estimations to see if a UE is stationary/low-mobile or high-mobile. However, Node B can only make Doppler spread measurements on a UE when it transmits. 

3.2 UE centric UL synchronization

There exist some methods that allow UEs to extend their uplink synchronization time, or even completely maintain synchronization. Examples of methods are given below. Some more details can be found in [2].

· A UE can estimate its own speed by measuring Doppler spread on downlink transmissions and derive the out-of-sync timer based on the estimated speed, and accuracy of UE measurement To estimate UE speed in the eNodeB, uplink transmissions are required. UE based estimations can be done also when efficient power saving is utilized, without the UE needing to transmit.

· A UE can have the capability to update its timing advance (TA) for an extended period of time based on available methods such as

· A stable timing reference, e.g. by a built-in GPS. 

· Received time difference from different eNodeBs. 

If we could take advantage of such UE knowledge and such UE capabilities, we could 

· Avoid sending unnecessary NRSA-for-synch, when the UE is in fact already synchronized, to reduce datatransmission latency and RACH load.

· Reduce or remove the need for UL transmission to keep UE in synch, thus make it possible to have both efficient battery saving and UE in synch, also reducing radio resource consumption for keeping UEs in synch. 

There are different alternative ways how this could be achieved: 

1. Instead of current procedures, the maintenance of UE synch could be done by the UE.

2. Current principles could be extended so that UE is allowed to not do NSRA, even though the synchronization manegement timer has expired. In analogy, for staying in synch for real-time applications, the UE could be allowed to not use UL sounding resources, when it is not needed. 

3.2.1 UE based synchronization maintenance
If maintenance of synchronization is UE based, the UE would decide if it is in synch or not, and the Node B would not necessarily need to maintain a UE synch status, for different data transmission behaviour depending on this status. 

The Node B could still provide the TA on request, e.g. when using certain RACH resources, when UE uses sounding resources etc. 

UEs could be kept in synch or be allowed to lose synch. When staying in synch is controlled by the UE, and most UEs are indeed in low-mobility or stationary, TA is needed infrequently and the load to keep UEs in synch could be considered neligible. The load to keep UEs in synch at 2.5 km/h is 200 less than the load to keep UEs in synch at 500 km/h. 

At 3km/h speed directed towards or from the base-station the UE would lose synch in 93s. Considering the moving pattern of a typical walking user he would stay in synch longer than that. Thus any interactive application that requires data transmission once every 1-2 minutes or more often, would be sufficient to keep a walking person’s UE in synch when assumed that A UE resynchronizes at data transmission. No NSRA would be needed (and/or UE would not need to transmit anything at battery saving).

If UEs are allowed to lose synchronization. UEs might be non-synchronized when the Node B transmits data to them. In most circumstances this would be a rare event, and it could be discussed what additional handling this case would need. UE could trigger retransmission of the data, or indicate that the data was successfully received, after having re-synchronized. In fact, if Node B transmits data to an unsynchronized UE, most probably the Node B would have retransmitted the data more times than needed before the UE would have gotten synchronized and can respond. Node B could abort data retransmissions if it detects that the UE is doing a NSRA for synchronization purposes. 

UEs might indeed need to be allowed to lose synchronization, as UE’s own capabilities to maintain synch might be on a best effort basis. 

3.2.2 UE extended synchronization maintenance
In the Node B end, the out-of-synch detection based on timer (UE allowed to lose synch), and the worst case UL sounding periodicity (UE maintain synch) could still be applied. However, the meaning of the out-of-synch state in the node B could be slightly modified (to mean maybe-out-of-synch). 

This way, the UE could be allowed to operate according to somewhat different principles. If the UE can judge that it does not need a TA, it could avoid a NSRA when resuming data transmission, although the synchronization management timer has expired. This would put some requirements on resource allocation strategies as it would require that the UE is allocated an UL resource, e.g. a scheduling request resource.For DL transmission, the UE could be assigned a scheduling request resource when the data transmission is indicated to the UE. For the UL, UE might be allocated scheduling request resources even though the Node B would consider that the UE is out-of-synch/maybe-out-of-synch.

3.3 Some Calculations

The time it takes for a UE to lose uplink synchronization can be calculated as
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where t is the time to lose synchronization, c is the speed of light, τ is the maximum timing uncertainty and v is the UE speed.

For a UE speed of 500 km/h this is equal to 0.56 seconds. For a low mobility user, with a speed of e.g. 3 km/h, the corresponding update rate is 93 seconds. 

4 Conclusions

In this paper we have shown possible ways to utilize that UEs can by themselves determine whether they are synchronised or not, and ways to utilize UE capability to maintain synchronization. 

The discussed priciples would reduce the load on the channels used for acquiring uplink synchronisation, primarily RACH, reduce the initial delay for data burst transmissions, and also make it possible for UEs in battery saving (DRX/DTX) to stay synchronized without UL transmissions. 

It is proposed that RAN2 discusses and agrees that a UE shall be allowed to dynamically determine if it needs a TA or not, and thus determine if any uplink transmission is needed for a Node B generated TA.
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