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1. Introduction
The LTE system information, corresponding to the BCCH logical channel, is divided into two parts

· System information in the Master Information Block (MIB), carried on the BCH transport channel

· The remaining system information (the remaining SIBs), carried on the DL-SCH or, at least, to a DL-SCH-like transport channel
. We will here refer to this information as the dynamic system information
Different parts of the dynamic system information may be transmitted with different repetition periods depending on the acceptable delay in the acquisition of each specific part of the system-information. SIBs that are transmitted with the same repetition period are part of the same Scheduling Unit. (SU)
The number of subframes needed to transmit a certain SU may vary for at lest two reasons:

· The amount of system information within the SU may vary, e.g. SU1 containing different number of PLMN identities or an optional neighbor list
· The number of subframes needed to transmit a given amount of system information may vary e.g. depending on the overall system bandwidth and the cell size, with smaller bandwidth and/or larger cell sizes potentially leading to a need for more subframes (more time) to transmit a given amount of system information.

Similar to “normal” DL-SCH transmission, transmission of the dynamic system information should allow for dynamic frequency-domain scheduling and transport-format selection, with the UE acquiring the instantaneous frequency-domain resource and transport format from the corresponding PDCCH.

The remaining key question regarding system-information scheduling concerns the system-information time-domain scheduling and the corresponding signaling, i.e. 
· in what subframes the system information is or can be transmitted 
· how does the UE acquires knowledge about when the system information is actually transmitted.

Fully dynamic scheduling

One extreme approach would be fully (non-constrained) dynamic scheduling, implying that the network can transmit system information in any (downlink) subframe without any prior UE knowledge. In order to “find” the system information the UE would  then have to continuously demodulate and decode the PDCCH and check for a system-information RNTI (possibly different RNTIs for different scheduling units). This would have a very negative impact on UE power consumption and therefore, the fully dynamic scheduling is not applicable in practice.
Static scheduling

On the other extreme is a pre-specified (static) scheduling, i.e. it is specified in what subframes the different parts of the dynamic system information is transmitted. However, this is not an acceptable approach either, for several reasons:
· According to above, certain flexibility in the scheduling is needed simply due to the fact that the number of subframes needed for the system-information transmission may vary, e.g. depending on the system bandwidth and the cell size. Thus a fully static time-domain scheduling is not possible. 

· Although from a UE power consumption point-of-view, it is preferred to transmit different scheduling units as close as possible to each other, i.e. in consecutive subframes; this may not always be possible. In case of TDD, some subframes are not even available for downlink transmission. Furthermore, for latency reasons, it may not always be acceptable to have a large number of consecutive subframes reserved for system-information transmission, thus being potentially unavailable for normal DL-SCH user-data transmission. 
Instead there is a need for a system-information scheduling that allows for certain flexibility in the time-domain scheduling without leading to unacceptable negative impact on the possibility for power-efficient DRX operation when acquiring system information. Below we outline two alternatives: 
· Semi-static scheduling, with SU-1 indicating the exact time-domain scheduling of the remaining scheduling units. 

· Dynamic scheduling within a scheduling window, allowing for a more dynamic scheduling of the scheduling units
2. Semi-static scheduling

With this approach, a Scheduling Block in SU1, transmitted once every 80 ms, informs UEs about the time-domain scheduling (frame and subframe) of the remaining scheduling units. 
Although a possible approach, there are some drawbacks with this approach:
· Additional information (the scheduling block) to be transmitted on SU-1, implying larger SU-1 payload
· The scheduling of the remaining scheduling units must be decided at the time of the transmission of SU-1 which is only transmitted once every 80 ms
· Not clear how to allow for a flexible size (in terms of number of subframes) for the scheduling units. One possibility would be that the scheduling block indicates the first subframe of the scheduling unit and that the UE then continuous to read PDCCH to find out if additional subframes are used for the transmission of the scheduling unit
3. Dynamic scheduling with scheduling window
This approach can be seen as dynamic scheduling with certain restrictions. Alternatively it can be seen as the semi-static scheduling with a certain degree of dynamic flexibility in the scheduling. With this approach, the system information is transmitted within periodically occurring system-information windows with well-defined starting points and consisting of a well-defined number of consecutive subframes, see Figure 1. 
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Figure 1 System-information windows. Each window consists of a number of subframes. 
Within the window, system information is not necessarily transmitted within every subframe. Rather, the network can, in principle, transmit the system information in an arbitrary set of subframes of the window, as illustrated in Figure 2. On the receiver side, the UE demodulates and decodes the PDCCH, starting from the first subframe of the system-information window and check for specific System-Information RNTIs. These RNTIs does not just indicate the presence of system information but also the scheduling unit (one specific RNTI for each scheduling unit) in order for the UE to read DL-SCH only for scheduling units not yet acquired or scheduling units that needs to be re-acquired. 
In this way the network can dynamically avoid transmitting system information in certain subframes, should the need occur (TDD, subframe needed for other purposes, etc.). It should be noted that the UE would anyway, even with a fully pre-determined time-domain scheduling, need to demodulate and decode the PDCCH in order to acquire the frequency-domain scheduling as well as the transport format of the system-information transmission. 
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Figure 2 Transmission of system information within a window of size 12 subframes (Type 1 frame structure assumed)
In order for the UE to be able to stop demodulating the PDCCH when there is no additional system information within the window, the last system-information transmission within the window can be indicated by specific End-of-System-Information RNTIs (one for each scheduling unit). This would allow for the UE to stop demodulating/decoding the PDCCH when there is no more system-information to be transmitted within the window, thus improving UE power-saving performance. 

In case the number of SUs and mapping of SIBs onto SUs is flexible in the standard, additional information on the number of SUs that UE could expect needs to be signaled to the UE.

The system-information windows should occur with a period corresponding to the required repetition period of the most frequently occurring scheduling unit (SU-1). System information corresponding to SU-1 would then be transmitted within each system-information window while less frequently occurring scheduling units would be transmitted only within a sub-set of the system-information windows. As an example, system information corresponding to SU-2 could be transmitted within every second window; system information corresponding to SU-3 could be transmitted within every fourth window, etc., see Figure 3. The transmission timing corresponding to each scheduling unit could either be pre-specified if RAN2 manages to agree to limited amount of transmission periods or signaled e.g. as part of SU-1 in case more specific values for transmitting SUs need to be specified. Taking into account that the amount of system information would not be the same in each window, one could thus also consider having a variable window size with a larger window size for windows in which system information corresponding to more scheduling units is to be transmitted (it is possible to couple window size to the frame number e.g. based on the frame number, UE knows what SUs can expect in the following window). 
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Figure 3 Scheduling of scheduling units to different system-information windows.

The dynamic scheduling with a scheduling window, allows for transmission of all system information in consecutive subframes (if possible), the network will do so and the time needed to receive the corresponding system information can be minimized (UE closes its window upon reception of End-of-System-Information RNTI).
The scheme is applicable both for FDD and TDD (in case of TDD, the SU content will simply be scheduled in the next available DL subframe).
In case of small cells, with the flexibility allowed with the proposed scheme, there is always a possibility to schedule users together with system information (if necessary) by delaying content of SU by few subframes.
4. Summary and conclusions‘

In this paper we have outlined two alternative approaches to the time-domain scheduling of the dynamic part of the system information:

· Semi-static scheduling with SU-1 indicating the scheduling of the remaining scheduling units.
· Dynamic scheduling with scheduling window
Of these two approaches we prefer and propose the window-based approach as this allows for the dynamic scheduling of the system information without compromising the possibility for “optimal” DRX for the system-information reception. 


















� There may be certain specification-related benefits of defining a new “DL-SCH-like” transport channel for the dynamic system information, rather than assuming that the dynamic system information is mapped a DL-SCH. As an example, it would then be more straightforward to specify that a UE should be able to demodulate/decode the dynamic system information (of the current cell) in parallel to normal DL-SCH user-data reception (the system-information transport channel demodulated/decoded in parallel to DL-SCH). Alternatively one would need to specify that the UE should be able to demodulate/decode two DL-SCH in parallel, assuming that one of the DL-SCH carries system information. 
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