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1
Introduction
The basic agreement of a synchronization protocol between an E-MBMS GW and eNB to provide content synchronization has been reached and incorporated to [5] as a part of [6]:
“The SYNC protocol is defined as a protocol to carry additional information that enable eNBs to identify the timing for radio frame transmission and detect packet loss.”

This contribution further addresses the need and available means to support variable bitrate services, and the resulting requirements to RAN WG2 and the SYNC protocol.

2
Variable Bitrate Support
In [3] the requirement for channel change of MBMS-based TV service is given as follows:

---

“The MBMS service shall add no more than 1 second when switching between different TV streams to any delay introduced with regards to the coding of the TV stream.

It shall be possible for an operator to configure the MBMS Television service so that the typical switching time, from the end user's perspective, does not exceed 2 seconds.”

---

The data rate of an encoded video signal is variable. H.264 (as defined by ITU) is the only currently specified codec for WCDMA MBMS video streaming (including television) services. Even though adaptation to content-based differences (amount of motion in video picture) is not very well supported in currently available encoders, due to the somewhat unpredictable need to include “full picture” frames (also known as I-frames) there can be significant variations in the data rate of an encoded video signal. An example of this data rate variation, averaged over one second intervals, is shown in Figure 1. This stream was generated using a “Constant Bitrate” encoder setting, but still the maximum data rate was 403kbps, while average was 322 kbps.
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Figure 1: Example of H.264 encoded  video data rate averaged over 1-second intervals

Due to the channel change requirement, the maximum I-frame interval (full picture required to start playback of video stream) must be one second or less (typical internet applications use maximum I-frame intervals of 5-10 seconds). In order to ensure transmission of the I-frame within one second, buffering or traffic shaping of data shouldn’t exceed the 1 second averaging period. In order to transmit the data shown in Figure 1, the TV service should either be served by a variable bitrate connection, or transmission resources of about 25% above average level should be reserved, resulting in significant wasting of radio resources. As the data rates of different TV channels are normally uncorrelated, multiplexing of multiple MBMS services significantly stabilizes the combined total data rate. This approach is used e.g. in DVB-H broadcast systems, where multiple channels are transmitted together as a “multiplex”. 
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Figure 2: Proposed E-MBMS Architecture
The proposed for E-MBMS architecture from [8] is shown in Figure 2. In [7] RAN WG3 defines a functional entity denoted  Multi-cell/multicast Coordination Entity (MCE). The MCE functions are agreed to include “allocation of the radio resources used by all eNBs in the SFN area for multi-cell MBMS transmissions using SFN operation”.
Fully dynamic allocation of radio resources for multi-cell MBMS transmission would require that for every scheduling period the MBMS_GW-UP would buffer all offered data and collect information about the offered data rate of each MBMS service. This information should then be communicated to the MCE, which would decide on the resource allocation of each service and communicate this information back to the MBMS_GW-UP to use in content synchronisation. In our view so frequent signalling between MBMS_GW-UP and MCE is not feasible. Furthermore, as different eNB:s can belong to a different mix of MBSFN Areas, with data potentially supplied by different MBMS_GW-UP:s, fully dynamic sharing of resources would only be possible between MBMS services sharing a common MBSFN Area.
One way to address the need for dynamic service multiplexing would be to multiplex suitable MBMS services into a common radio bearer in e.g. MBMS_GW-UP. This approach introduces two problems:

1) Radio interface QoS in terms of guaranteed bitrate (GBR) would only be available for the combined radio bearer. It would not be possible to define GBR per service, and also without a prioritisation mechanism working inside the radio bearer the packets which would get dropped in an overflow situation, would be the last ones arriving at the GW – practically random.

2) The UE would be required to receive the whole combined radio bearer, i.e. the data from all the included services.
Combining  the need for variable bitrate, guaranteed bitrate per MBMS service and the difficulties in providing dynamic sharing of resources on MBMS_GW-UP level, the best solution seems to be distribution of the scheduling mechanism to the eNB:s. Based on the information of the SYNC protocol, the eNB:s must be able to uniformly process (and potentially discard) data destined to a set of multiplexed services. This sets requirements both to the SYNC protocol and to the scheduling and allocation signalling on the radio interface.
3
Content Synchronization Solution
A basic summary of the assumptions on the basis of a content synchronization scheme, based on prior contributions (e.g. [1], [2] and [4]) is given below:
1) Data is assumed to be transmitted in separable bursts. The length of the burst can be e.g. the amount of data needed by an MBMS service during one second (maximum defined by the channel change requirement). If MBMS services are purely time-multiplexed with each other, these data bursts are sent from each active MBMS service (on the same frequency layer) after each other, and after one such scheduling period of one second, a subsequent burst of the first service would be provided.

2) The beginning of the burst for each service carries a timestamp. This timestamp is absolutely understood by all participating eNB:s. The timestamp also works as an implicit start-of-burst indicator so that the eNB becomes aware that a new burst is starting. For additional robustness, the timestamp can be replicated to all packets.
3) A packet counter information element inserted to every packet header counts the number of packets.

4) An octet counter element inserted to every packet header counts the number of elapsed octets cumulatively. This octet counter is preferably reset for every packet burst.

5) Header of the last packet of the burst includes a special “Last packet” indicator flag.

A basic example illustration of such a scheme is shown in Figure 3.
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Figure 3: Data burst of one MBMS service with headers

If the segmentation and concatenation function built into the RLC/MAC protocol in eNB:s follows the principle of adding exactly one length indicator element per RLC SDU, the receiving eNB can compute both the exact amount of lost data and the length of the transport blocks that would have been created, resulting in successful recovery from data loss on the M1-u interface. The impacted eNB must mute its transmission during the period when the lost data would have been transmitted. Synchronized transmission can be resumed when correct data for a full transport block is available.

If allocation signalling over the radio interface is provided as multi-cell transmission, additional reliability might be needed.

3.1
Open Issues in Content Synchronization

In the text proposal [4] for the Stage 2 [5] in RAN3#55bis, the principles to follow in providing MBMS content synchronization for multi-cell transmission were listed. In that text proposal, the need for some particular principles was left FFS, calling for RAN2 input. These open issues are addressed in the following.
Points 8 and 9 of the content synchronization principles listed in [4] are copied below for convenience.

--- Beginning of excerpt from [1] ---

The content synchronization is provided by the following principle.

[1-7 removed]

8.  (FFS) For the packet loss case the transmission of radio blocks potentially impacted by the lost packet should be muted or padded.

9. (FFS) The mechanism supports indication or detection of MBMS data burst termination (e.g. to identify and alternately use available spare resources related to pauses in the MBMS PDU data flow)

--- End of excerpt from [1] --- 

3.1.1
Item 8: the case of MBMS packets lost on the way to some eNB

This item has been left for FFS because, although it was identified as certainly necessary by RAN3, it was also mentioned that RAN2 may identify alternative and better mechanisms to address this issue.

In order that the transmissions from the different eNBs participating in the multi-cell transmission do not interfere with each other, the L2 content transmitted from these eNBs must be bit-identical. For this reason, we propose that an eNB always refrains from transmitting such Transport Blocks whose contents are potentially impacted by lost packets. In particular, we point out that padding is not a viable solution in this situation.

3.1.2
Item 9: support for detection of MBMS data burst termination

In the above excerpt, the identified reason for possibly supporting the detection of MBMS data burst termination is the possible use of radio resources for other purposes.

We point out that regardless of any radio resource reuse considerations, the end of an MBMS data burst will have to be explicitly indicated to the eNBs, so that there is no uncertainty as to whether an only partially utilized Transport Block should be padded and transmitted, or whether further packets belonging to the data burst should have been received.
4
Semi-Static Allocations and Dynamic Multiplexing
A semi-static way of reserving radio resources must be supported to manage allocations for different MBSFN Areas. Semi-static radio resource allocations would typically be changed only at the time of session start and stop. Renegotiation during the lifetime of the service should also be supported, but  dynamic resource allocation changes based on instantaneous offered traffic would not be possible. Semi-static borders must separate at least the group of single-cell services (which can be scheduled locally at the eNB:s), and each different MBSFN Area. If dynamic MBSFN Areas are supported, each individually dynamic MBMS service automatically requires a dedicated MBSFN Area with a semi-static allocation on a fixed resource in all the participating eNB:s. Semi-static reservations are managed by the MCE.
In order to stabilize the bitrate variations of MBMS Television services, we propose to support dynamic multiplexes combining the traffic broadcast over the same MBSFN Area. As currently defined by RAN1, frequency multiplexing is only possible between services belonging to the same MBSFN Area. Therefore it is assumed that only time multiplexing is necessary between the semi-static resource allocations, and frequency multiplexing can be handled through the dynamic mechanism.

A simplified example of a dedicated MBMS frequency layer is depicted in Figure 4. Services 1 and 2 are destined to a single cell and can be dynamically scheduled in eNB without support from a SYNC protocol. Service 3 has MBSFN area 1 dedicated to it, and therefore it cannot be dynamically multiplexed with any other services. If instantaneous data rate is lower than the semi-statically reserved capacity, padding is inserted. As one full subframe is left empty, also single-cell best effort data could be scheduled locally in the eNB, as the subframe is left unused by multicell content. Services 4, 5 and 6 are sent to the same MBSFN Area and are proposed to be dynamically multiplexed. If the total offered amount of data doesn’t fill the allocated capacity, padding is inserted. Service 7 again targets a dedicated MBSFN Area and cannot be dynamically multiplexed. After the last service of the scheduling period, a new scheduling period starts.
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Figure 4: Example of multiplexing and scheduling configuration on dedicated MBMS frequency layer
The situation of a mixed carrier is highly similar. Services 1 and 2 would be sent in unicast subframes on DL-SCH, with scheduling handled by the eNB. The completely empty subframe on MBSFN area 3 could be used also for best-effort unicast traffic.
In order to distribute the actual scheduling operation to the eNB:s all the offered data of each service must be sent to the participating eNB:s – even if the total aggregate amount may exceed the semi-static allocation of the service multiplex. All eNB:s must follow a strict pre-determined algorithm to determine resource sharing between the services of the service multiplex. An example of such an algorithm is described in Figure 5. With this approach data is lost only if the total aggregate bitrate of the service multiplex exceeds the radio resource allocation, and if it does, capacity up to GBR per MBMS service is still given. If multiple services share the same priority, a rule for the order in which the MBMS service bitrates are lowered must be defined – e.g. dropping packets first from the first service in the multiplex of equal priorities.
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Figure 5: Flowchart of dynamic service multiplexing scheduling example respecting GBR of each service
An example of data scheduling within a dynamic multiplex is illustrated in Figure 6. Service 4 has high priority, service 5 has medium priority and service 6 has low priority. The transmission order of services is configured to eNB in numbered order (4, 5, 6). From the beginning of the first semi-statically allocated TTI, services 4, 5 and 6 are segmented and concatenated into the available space. Service 4 exceeds its GBR in this scheduling period. Services 5 and 6 offer data below GBR, and everything can be accommodated with some padding. In the dotted line alternative example service 6 would have offered one more packet, causing the amount of data for the multiplex to overflow. As service 6 has lowest priority among the three dynamically multiplexed services, the last packet of service 6 would in this case be dropped.
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Figure 6: Example of service multiplexing within a dynamic multiplex (with concatenation between services)
The octet counter and packet counter fields are computed at least over the whole service multiplex. Additionally, the eNB must be able to differentiate between the services in the service multiplex and link together all the packets belonging to it. To link together the packets of the service multiplex the “timestamp” information could be inserted to all packets, a separate “multiplex ID” could be set up, or the set of services belonging to the multiplex could be configured to the eNB, in which case identification of MBMS service would be sufficient.
5
Compatibility with Unicast Downlink Structure

Support of dynamic multiplexing needs a middle path between separately transmitted MBMS services, and fully multiplexed MBMS services inside one radio bearer. Each individual MBMS service should have dedicated QoS characteristics (e.g. Guaranteed bitrate) and their transmission should be individually scheduled and signalled to the UE, but at the same time the multiplexed bearers should be transmitted together from MBMS_GW-UP to the eNB for joint scheduling.

Joining the dynamically multiplexed services into a common radio bearer would facilitate the joint operations at the GW. This would also lead to a common RLC, and make it more natural to support concatenation between multiplexed services on RLC level. On the other hand, special identifiers would be needed to separate the individual services from the multiplex (which would be a single radio bearer and logical channel), special methods would be needed to configure QoS for each individual MBMS Service, and further the air interface scheduling signalling would have to support individual scheduling of these bearer “subflows”.
Looking at the agreed downlink model from [5] shown in Figure 6, treating each MBMS service as a separate radio bearer and logical channel, the differences caused by the dynamic multiplexing are mostly contained around the S1 interface and an eNB scheduling function. On the air interface, the current model remains applicable. Each MBMS service will map to a separate radio bearer and logical channel with a dedicated QoS profile. Concatenation between multiplexed MBMS services, if done, should be a MAC-level operation, as the individual logical channels will map to different RLC entities.
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Figure 7: Layer 2 Structure for DL (from [5])
6
Alternative approaches

The basic approach of dynamic multiplexing described in chapter 4 still encompasses quite a number of different options with corresponding benefits and challenges.  Pros and cons of some different approaches are compared in Table 1.
Table 1: Alternative approaches to dynamic multiplexing
	Feature
	Supported
	Not supported

	Ordering of packets in MBMS_GW-UP to provide services sequentially.
	Packet and octet counters can be calculated over the whole dynamic multiplex. Parallel service-specific counters not necessary for eNB operation.
Increased buffering and increased forwarding delay in the MBMS_GW-UP, which could also lead to bursty transmissions on S1. To properly support GBR per service, eNB also needs to buffer the whole dynamic multiplex for the scheduling period resulting in double buffering.

No separate configuration of transmission order for air interface is needed.
	Counters over the whole multiplex are not very useful, as the packets are not ordered per service. Both service-specific elapsed counters over the number of packets and octets and reliable totals of service-specific counters need to be provided.
MBMS_GW-UP can forward packets of the dynamic multiplex in the order in which they arrive,
Transmission order of multiplexed services has to be separately configured to eNB. 

	Multi-cell transmission of UE scheduling info.
	MBSFN gain for control information.
Total number of packets and octets per service per burst must be also reliably signalled to the eNB, so that an eNB can form the correct scheduling message aligned with all other eNB:s. Service-specific packet and octet counters are not sufficient, as eNB will have to know the exact switching point between service n and n+1 also in the case of missing packets.
	No MBSFN gain for control information.

Elapsed counters attached to each packet are enough for the eNB to skip transmission as necessary – reliable total counters are not necessary. If S1 loss happens at bearer change, signalling message will be different from neighbour eNB:s, but this will have only local impact.

	Concatenation over services in the multiplex.
	Either concatenation must be supported on MAC level or common RLC is needed for all services of the multiplex.

If segmentation and concatenation are defined in such a way that one LI is inserted for each SDU, and one MBMS service ID field is added for each service, the added segm. & conc. overhead will obey easy rules. Muting and correct resuming of transmission is possible using packet-specific elapsed counters only.
Some space is saved and the transport block size becomes less critical.
	The MBMS service may change in the middle of a transport block, so UE would have to receive the tail of the previous service and the head of the next one.
In case of missing critical packets at service change, it can become ambiguous how much padding was inserted before a service change. Reliable delivery of total packet and octet counters needed.


Re-ordering of incoming packets in the MBMS_GW-UP into an ordered stream of sequential packets per service would be reconstructable using only elapsed counters over the whole service multiplex. Without ordering in GW, separate counters are needed over each individual service, but it turns out that in case of reliable delivery of service-specific totals the multiplex-specific counters are not necessary. Assuming no re-ordering in GW the transmission order of services within the multiplex has to be configured separately to the eNB. Packets changing order between GW and eNB should not be a problem in either case, as re-ordering in eNB based on the counters can be easily done. Due to the double buffering overhead it is recommended not to support re-ordering in the MBMS_GW-UP.
Based on simulation data MBSFN transmission of the control channel should be possible  (up to 23 dB at 95% coverage with 500m ISD shown in Annex 1 of [9]). Especially in the case of dedicated carrier it should be possible to send everything as MBSFN transmission. To achieve this, there has to be good enough probability that scheduling information is aligned between eNB:s. Even a double set of elapsed counters (both over multiplex and over service) doesn't solve all the problems here: If the last packet of service n and first packet of service n+1 are lost, the eNB knows for how long to mute the transmission, but it cannot construct the same scheduling message as the other eNB:s, potentially rendering the whole scheduling period useless within its coverage area. This creates the need for reliable outband signalling of the total packet and total octet values per service with rather high reliability. 

Concatenation of all the services of a service multiplex has benefits, e.g. the more predictable muting in case of data loss on S1 and the decreased dependency of efficiency from transport block size. Looking at the downlink structure, multiplexing on MAC-level would probably match best with current assumptions. 
Looking at table 1, there are three groups of counter information elements, which could be needed as a part of the SYNC protocol:

· Elapsed packet and elapsed octet over multiplex

· Elapsed packet and elapsed octet over service

· Total packet and total octet over service (reliable delivery)

It turns out that selecting no re-ordering at the GW, MBSFN transmission of MCCH and concatenation between multiplexed MBMS services can operate only with the elapsed packet and octet counters over service + reliable delivery of the respective total values.
7
Conclusion
We propose that RAN2 agree that the following principles should be adhered to in the multi-cell content synchronization solution:

•
For the packet loss case the transmission of radio blocks potentially impacted by the lost packet should be muted.

•
The mechanism supports indication and detection of MBMS data burst termination.

We also propose to support dynamic multiplexing of MBMS services broadcast over the same MBSFN Area with a distributed scheduling approach in eNB:s. With the proposed solution in this contribution rather minor impacts to RAN2 stage 3 specifications are envisaged.
Impacts to RAN2:

· Multiplexing (concatenation) on MAC-level is needed also for MBMS.

Impacts to RAN3:
· SYNC protocol should support, in addition to the elapsed packet and elapsed byte counters, indication of the packets belonging to the same dynamic service multiplex and separation of MBMS services within the multiplex.
· To enable reliable MBSFN transmission of scheduling information, total packet and total octet counters per service should be provided with high reliability.
If agreed, the basic statement of support together with the requirements for MCCH and RLC-PDU structures should be incorporated into [5] and a Liaison Statement to RAN WG3 with explanation of the necessary additions should be sent.
8
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