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1 Introduction

This contribution will further analyze the potential solution for the problem raised by RED.
2 Discussion
2.1 Brief summary of the previous discussion

The requirement for RED, as set by SA1, is as follows:

· A network shall be able to provide the capability for a large number of users (e.g. users on a subway train) to change location/routing area simultaneously without lack of service.

In addition, following information was provided as “a large number of users” that needs to be handled:

· Taking infamous “Japanese jam-packed train in the rush hour” as a model, if there is a train track going across the LA/RA boundary, registration traffic from 3000~4500 people per trainload can be expected every few minutes.

Taking these into consideration, it was proposed to introduce the multi-TA/overlapping TA-like mechanism similar to LTE, so that registration traffic will be dispersed to areas wider than the cells at the LA/RA border.  There was also an opinion that by utilizing the existing mechanism of URA_PCH state with overlapping URAs, the network may be able to avoid the big burst of registration traffic altogether.  As a result, RAN2 has replied to LS from SA1 that: 

· Whether the existing mechanism, especially keeping the UE in URA_PCH state and applying overlapping URAs, would solve the problem raised in RED or not will be further investigated.
· Multi-TA/Overlapping TA-like mechanism will achieve the same result.
2.2 Utilization of URA_PCH with overlapping URAs

By keeping the UE in URA_PCH state, the UE does not perform registration until it is explicitly told by the RNC, and RNC does not need to do so unless SRNS relocation needs to be performed across LA/RA boundaries.  Such case is probably limited to RNC sending the UE from URA_PCH to CELL_FACH, which is unlikely to be the majority of the traffic.  The load created by URA Update procedure should also be considered, but utilizing overlapping URA does allow the traffic from URA Update to be dispersed to wider areas.  So it is true that keeping the users in URA_PCH state (with overlapping URAs) would be effective against the burst of registration traffic.

However, we are skeptical that it is really feasible to send all “non-active” UEs (UEs not in Cell_DCH or Cell_FACH state) to URA_PCH state.  For example, it is difficult for the network to stop the UE from going to idle mode, when it is initiated from user input, such as when the user hangs up the call.  As a result, it’s possible that there are significant numbers of idle mode users in the network, compared to users in URA_PCH.  In such a case, registration traffic still would be a problem in a densely populated area, and some way to distribute the registration traffic is necessary.
Suppose all the “non-active” UEs are sent to URA_PCH state, there are following concerns.  
· The RNC was required to manage all connected mode UEs, and with the majority of the users in idle compared to connected mode, the capability to manage large number of UEs was optional to RNC.  However, by sending all the “non-active” UEs to URA_PCH state, the capability to manage all the UEs camped on to the area where is controlled by that RNC becomes a new requirement.
· Although the resource consumption in URA_PCH is extremely small compared to Cell_FACH, Cell_DCH states, some consumption is still there.  This includes memory required to store the UE specific information, to manage logical resources, and to buffer DL data which would trigger the state transition.  To reserve these resources for all the UEs that were previously kept in idle mode, the network may need to be physically upgraded, or the network structure may need to be re-coordinated just for this purpose alone.
Taking these concerns into account, the operator may be required to make a significant change to an existing network, and the cost involved in the change may be quite extensive.
In our view, it is more important to strike a balance between numbers of users in these two states.  URA_PCH is beneficial for the case where the user is communicating intermittently, due to short connection setup delay.  The users not communicating for long time should be sent to idle mode and utilize the network resource to other users.  
NOTE: there was a discussion in SA1 on extending access class barring depending call type, discussed as a part of RED work item.  While the scenario being addressed is somewhat different from the model described in section 2.1, it should be noted that such mechanism is beneficial in handling the level of the registration traffic even when multi-TA-like mechanism is introduced.  Nothing is proposed to be done in RAN2 yet, as the discussion is expected to take place in SA2, but it is suggested that this mechanism should be considered in RAN2 in the future.
3 Conclusion/Proposal

It is proposed to send an LS that:

· Inform the other groups (SA1, SA2, CT1) that existing solution, keeping the majority of the UE in URA_PCH with overlapping URAs, works, but not without some concerns.

· Inform SA2 that multi-TA should be considered as the alternative solution, and to study the architectural impact of introducing the multi-TA-like solution in Rel-8, and split the work to relevant WGs. (Overlapping TA option is not considered anymore, taking the LS from GERAN(GP-070517) into account, that if some change is to be done, GERAN would like to see a common mechanism between GERAN, UTRAN and LTE, and LTE has decided to go for multi-TA solution.  This information should also be included in the LS, because the SA2 was not one of the recipients.)

1/2


