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1
Introduction
Currently, several scheduling mechanisms for UL VoIP services are still under discussion. Besides dynamic scheduling which is the baseline for UL scheduling, two main other approaches are considered: semi-persistent scheduling and group scheduling. Based on [4] and [5], semi-persistent scheduling and group scheduling both require much less control signalling than dynamic scheduling, so the L1/L2 control overhead is not a problem for both semi-persistent scheduling and group scheduling, especially since that semi-persistent scheduling is already adopted in DL. This contribution provides uplink system simulation results for both schemes.  
2
Details for Scheduling Methods
Here, two simulated scheduling methods for uplink VoIP are presented briefly. To make a fair comparison between semi-persistent scheduling and group scheduling, most parameters/terms are common to both schemes. For example, both schemes are talk-spurt based, which means eNodeB reallocates or releases resources when UE steps from active periods into DTX periods. In both methods, slow link adaptation is enabled. It means different number of RUs is allocated to each user in terms of its path-loss information. The band allocation is done from one direction to another (i.e., from RU 0 to RU 20) to avoid frequency fragmentation. The SNR based PC parameters are also the same. Synchronous HARQ with 6 processes is assumed. No control channel error is modelled. Detail simulation assumptions are presented in Annex A. Other issues due to the different characteristic of the two schemes are as follows: 
1) Semi-persistent scheduling 
· For voice packets, persistent allocation is used for new transmissions and dynamic allocation for retransmissions.
· SID packets are modelled and dynamically scheduled.
· Scheduling priority: [new transmissions of voice packets > retransmissions > SID packets].
2) Group scheduling (refer to [2])

· In 1.25MHz bandwidth, users are assigned into 6 different groups randomly. One group per HARQ process. The group size is equal (same number of users per group) and 6RUs in each group.

· In 5MHz bandwidth, users are assigned into 6 or 12 different groups randomly.
· For 6 group case: one group per HARQ process. The group size is equal and 21RUs in each group.
· For 12 group case: 2 groups per HARQ process. The group size is equal and 10 or 11RUs in each group.

· Delay dependant scheduling with each group.
· Retransmissions always get priority over first transmissions.
· No inter-group management within one call and no related signalling overhead. 

3
Simulation Results
In this section a summary of the numerical simulation results for the described schemes are presented. Detail results are in Annex B.
3.1
Results for 1.25 MHz bandwidth and 7.95kbps AMR
Table 1 summarises the VoIP capacity results for 7.95 kbps AMR codec in Case 1 [25.814] with 1.25 MHz bandwidth. The dynamic allocation is without DL control channel limitations (i.e., max 6 users scheduled per TTI) and serves as a reference case. Parameter p means “proportion of users with 2RU allocation”, which can be set from 0% to 100%.”
Table 1 VoIP capacity (users/sector), 7.95 kbps AMR codec, 1.25 MHz, Case1
	 
	p=100%
	p=30%
	p=10%
	p=0%

	Dynamic (without limit)
	81
	97
	 103
	107

	Semi-persistent
	75
	89
	93
	97

	Group scheduling
	64
	80
	84
	90

	Notes :

1. Total 6RU available for allocation.

2. Case 1, 500m ISD, 20dB Penetration loss

3. Outage criteria: UEs with FER>2% @ 50ms delay bound. 

4. 7.95kbps AMR Codec (28Bytes for each voice packet). SID frames (15Bytes) modelled.
5. For voice packet, 16QAM 1/2 is for 1 RU case and QPSK 1/2 for 2RU case. Mix of 1 and 2 RU is allowed in terms of users’ path-loss.


Results show the case of 1RU allocation (p=0%) is the best, while the case of 2RU allocation (p=100%) is the worst.  It means 1RU allocation is enough for 7.95kbps AMR in Case 1 with max 8 retransmissions. Compared with dynamic scheduling, semi-persistent scheduling obtains a little lower capacity due to a smaller statistical multiplexing gain provided by HARQ retransmission. Group scheduling is worse than dynamic scheduling due to lack of statistical multiplexing gain among different groups. As the result shows, group scheduling performs worse than semi-persistent scheduling due to an imbalance of active users among groups - not ½ the users are silent at the same time and that leads to ineffective resource utilization [6]. For grouping to be more efficient, group management will be required!  

3.2
Results for 5 MHz bandwidth and 12.2kbps AMR
The VoIP capacity for 12.2 kbps AMR codec on 5 MHz carrier bandwidth is shown in Table 2. Herein, parameter p means “proportion of users with 2RU allocation”.  
Table 2 VoIP capacity (users/sector), 12.2 kbps AMR codec, 5 MHz, Case1
	 
	p=100%
	p=90%
	p=70%

	Semi-persistent
	222
	234
	 244

	Group scheduling (total 6 groups)
	208
	224
	235

	Group scheduling (total 12 groups)
	185
	193
	201

	Notes :

1. Total 21RU available for allocation.

2. Case 1, 500m ISD, 20dB Penetration loss.
3. Outage criteria: UEs with FER>2% @ 50ms delay bound. 

4. 12.2kbps AMR Codec (40Bytes for each voice packet). SID frames (15Bytes) modelled.
5. For voice packet, 16QAM 2/3 is for 1 RU case and QPSK 2/3 for 2RU case. Mix of 1 and 2 RU is allowed in terms of users’ path-loss.


It can be seen that with number of groups increasing (6 groups to 12 groups), VoIP capacity becomes lower. This is due to the fact that more groups lead to less statistical multiplexing gains among groups. In fact, dynamic scheduling is an extreme case of group scheduling where all users belong to one group. Dynamic scheduling without control channel restriction gets the highest capacity because it can get a full statistical multiplexing among users. In general, the more the users in one group, the larger the statistical multiplexing gain and the larger the resulting capacity. This, however, would require larger control channel and thus lead to more overhead. As long as group scheduling control is required to have the same size as normal UL allocation, the number of users in a group is limited and so is the performance of grouping – unless group management is introduced.
4
Conclusions

In this contribution, results of uplink VoIP capacity in Case 1 for semi-persistent scheduling and group scheduling are presented. Simulation results show that semi-persistent allocation provides a larger capacity than group scheduling. The capacity difference is due to lack of statistic multiplexing between groups in group scheduling. Without group management, resources in different groups can not be exchanged and the overall resources can not be effectively utilized. If group management is enabled, the extra complexity and signaling load will be introduced. 
Therefore, it is proposed that semi-persistent scheduling rather than group scheduling should be selected for the UL VoIP as a supplement to dynamic scheduling if needed. 
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Annex 

A.
Simulation Setup

The deployment scenarios are listed in Table A1
Table A1: Deployment Scenarios

	Scenario
	CF
(GHz)
	ISD
(m)
	BW
(MHz)
	PLoss

(dB)
	Speed (km/h)
	Propagation Model

(R in Km)

	Case 1
	2 
	500
	1.25/5
	20
	3
	L = 128.1 + 37.6 Log10R


Table A2: System simulation parameters
	Parameter
	Configuration

	Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Antenna pattern
	70 deg (-3 dB) with 20 dB front-to-back ratio

	Standard deviation of slow fading
	8 dB

	Shadowing correlation between cells / sectors
	0.5 / 1.0

	eNodeB/UE antenna gain
	14 dBi / 0 dBi

	eNodeB receiver 
	2 antennas with MRC

	Thermal noise density
	-174 dBm/Hz

	Frequency re-use
	1

	Channel model
	6-ray Typical Urban

	Traffic model
	AMR 7.95 Kbps and 12.2 Kbps (50%-activity 2-state markov model with 2 second average talk-spurt duration)

	Max UE Tx Power
	24 dBm

	Channel update
	per sub-frame (0.5 ms)

	TTI length
	1 ms

	Control overhead per TTI
	12 long blocks per TTI for data (no sounding symbol)

	HARQ
	Max. num of Txs = 9; Num of HARQ processes = 6; 

Synchronous adaptive

The same MCS for retransmissions; Chase combining, ACK/NACK errors = 0% 

	Power Control
	SNR-based PC

	Frequency band allocation and MCS 
	1RU allocation: 16QAM 1/2 for 7.95Kbps, 16QAM 2/3 for 12.2Kbps, QPSK 1/2 for SID packet;
2RU allocation: QPSK 1/2 for 7.95kbps, QPSK 2/3 for 12.2Kbps, QPSK 1/4 for SID packet;

	Data associated UL control signalling
	1.25 MHz: No data non-associated UL control signalling is assumed

 5 MHz : 4 RUs for Control signalling, then 21 RUs left for data

	L2S
	AVI assuming practical FDE receiver and realistic channel estimation

	Evaluation method
	5% outage based on users having < 98% of its speech frames delivered successfully within 40 ms (PER<2%)


B.    Simulation Results
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Figure B1 Outage curve of semi-persistent scheduling in 1.25M with different proportion of users with 2RU
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Figure B2 Outage curve of dynamic scheduling in 1.25M with different proportion of users with 2RU
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Figure B3 Outage curve of group scheduling in 1.25M with different proportion of users with 2RU
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Figure B4 Outage curve of group scheduling in 5M with different proportion of users with 2RU
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Figure B5 Outage curve of semi-persistent scheduling in 5M with different proportion of users with 2RU
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