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1. Introduction
It is not essential that the Cell SFN counter be sent continuously over the BCH, as is done in UMTS. This would eliminate the bits sent over the Radio Interface and contribute to a significant reduction in the total BCH transmission load.

At the February St. Louis Joint RAN WG1-WG2 meeting, we presented a contribution [1] proposing to reduce the bits currently allocated to the BCH channel, by using an improved way to create and maintain synchronization at the System Frame Number (SFN) level, and thus eliminate the need to continuously transmit SFN counter values in BCH bits over the Radio Interface. 
RAN WG1 was actioned to consider [1] and determine its feasibility. 
This contribution gives the latest status in RAN WG1, and addresses one aspect of the proposed elimination of the SFN overhead in P-BCH which is within RAN WG2’s mandate (Reduction of Latency under cell-transitional situations).

This contribution proposes that RAN WG2 consider the options described in this contribution and agree on a method for quick sync-up where required. In order to realize the significant efficiency gains of SFN bits elimination on the P-BCH, some investigation by RAN WG2 into quick sync-up is necessary, and is recommended.
Section 2 describes the status of the submissions to RAN WG1 for the SFN Synch scheme

Sections 3 contain a brief review of [1] and the proposed SFN synchronization mechanism. 

Section 4 describes options for quick sync-up for reduction of latency during some events such as cell transitions.

2. RAN WG1 Status

Further to [1], we submitted a contribution to the RAN WG1#48bis Malta meeting ([2], not discussed due to lack of agenda time). This contribution added some simulation results which demonstrated that the proposed SFN Synchronization is feasible. This contribution effectively established a lower performance bound, because it was based on a very quick simulation. We have submitted an updated contribution to the RAN WG1 Kobe meeting [3], which shows significantly improved performance results and further demonstrates that the scheme is feasible from a Physical Layer perspective. It is anticipated that RAN WG1 would discuss [3] this week.
3. Summary of the Physical Layer of the proposed SFN synchronization 
3.1. Current situation
Currently, the Cell SFN counter which is maintained in the NodeB is sent on BCH [4], which is mapped to the P-CCPCH. The SFN counter maintained by the Node B (BFN) has a range 0 …. 4095 frames. 
3.2. Proposed SFN Synchronization
It is not essential that the Cell SFN counter be sent continuously over the BCH. This would eliminate the bits sent over the Radio Interface and contribute to a reduction in the total BCH transmission load.
The NodeB and the UE’s in a cell should maintain their own SFN counters. These separate counters are synchronized, and then these counters stay in sync, and can be utilized for event scheduling at the SFN or sub-SFN or super-SFN level, exactly as is done currently. The SFN sync is re-calibrated periodically.
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Figures 1 and 2 show how the SFN synchronization works at the physical layer level.
Figure 1 : SCH symbol-pair position shifts for SFN boundary detection

To reduce the false detection probabilities to the required level, as shown in Figure 3, SCH symbol-pair position-shifts can be arranged (to even include the second to the last frame of the SFN) to create 2 or more X differences followed by the larger Y difference between SCH positions. This situation is shown in Figure 3, with 2 X differences followed by an Y difference. In this situation of multiple X separations, the SFN frame boundary occurs a defined number of slots after the start of the detected SFN sequence, defined by the SFN sequence’s first SCH symbol-pair whose position is not changed.
[image: image2.wmf]Radio frame (SFN=4095)

P

-

SCH

S

-

SCH

Radio frame (SFN=0)

X

Y

event (super

-

frame boundary)

posiiton

not changed

position shifted forward


Figure 2 : SCH position shifts to reduce false detection probabilities of SFN boundary detection
4. Reduction of latency in SFN Sync-up – quick sync-up at cell-transitions 

As can be seen from Figure 1 and 2, obviously, the SFN Boundary structure repeats at the SFN boundaries, i.e. every 4096 frames, or 40.96 seconds. Thus at certain transitional times, a latency effect can occur, average latency being 20 seconds. 
The latency to acquire SFN sync in these situations without taking some action may be acceptable or not acceptable, depending on the event.
The elimination of the need to carry SFN bits on an expensive resource (such as the proposed P-BCH in LTE) motivates that the following options be considered by RAN WG2, and a quick sync-up method selected. 
Examples of events where a reduction in the SFN sync-up latency by a quick sync-up may be desirable is when the SFN’s counters may be asynchronous between adjacent cells, after handover, tracking area updates, cell-reselection, upon initial power-up, and when the UE determines that loss of SFN sync has occurred. 
This section discuss options for quick-sync-up. The following methods can be utilized to achieve quick sync of the SFN counter on one side (e.g. UE) by using a counter value on the other side (e.g. NodeB). 
All of these options are very infrequent and none needs an over the Radio Interface NodeB SFN Counter value continuous transmission, but some options may need occasional as-needed messaging. 
4.1. Option 1  - Network (NodeB) SFN Synchronization 
Option 1 is immediately obvious, even so it should be stated – The Network is synchronized, all NodeB’s are synchronized at the SFN level and the SFN counters in all cells are exactly aligned with each other. Even though obvious, it is listed in [4] as an option.

Network Synchronization enables immediate SFN sync-up in the target cell upon cell transitions, in the sense that a UE is always in synch with the target cell SFN during a cell-transition.

Network Synchronization resolves issues with cell-transitions, but not with SFN-quick-sync at power-up, or upon loss of synchronization at the UE. The latency to re-acquire SFN synch may be acceptable in its own right (e.g. at power-up an additional 20 seconds to acquire SFN may be small compared to the total power-up time) or due to a very low probability of occurrence (e.g. loss of sync at the UE).
Note – in the case of power-up initialization, there is a message exchange, thus latency reduction can be handled in a similar manner to the connected mode handover case.

Network Synchronization is being discussed in depth, and assumed, for MBSFN; however, this option for unicast traffic may not be acceptable to all operators. Of course, for MBSFN there is no issue with latency at the cell-transitions.
4.2. Option 2 – SFN-SFN Difference of adjacent target cells sent to UEs by serving NodeB 
In this Option, the NodeB informs UEs in its cell of the SFN-SFN Difference values for its adjacent cells while the UE is in the cell, in advance of the next cell-transition. These are not SFN counter values which increment every 10msec,  but only the static SFN-SFN Difference between NodeB’s.
NodeBs of adjacent cells obtain information and establish SFN-SFN differences to adjacent NodeBs, as a part of other neighbor-cell information. Thus the serving NodeB maintains a list of neighbor-cell SFN-SFN Difference values, and broadcasts the SFN-SFN differences between itself and the adjacent NodeBs as an I.E. in the appropriate SIB on a regular but low rep rate. A UE in the serving cell then reads and stores the  SFN-SFN differences for the cells adjacent to the serving cell (and thus target cells for cell-transition). The UE then uses this stored SFN-SFN value for the target cell as part of the cell-reselection process, and thus can do immediate sync-up to the target’s SFN value as part of the cell-reselection, without the need for any message exchange with the serving or target NodeB during the cell-reselection process itself.
This option obviously applies in the case of an Asynchronous Network only. ([4] also discusses the subject of establishing Inter NodeB timing references). 
The SFN-SFN differences between asynchronous NodeBs are static and don't change except during reconfiguration. Thus the broadcast of the SFN-SFN only needs to occur at a low repetition rate, sufficient for a UE in the serving cell to read and store the SFN-SFN difference values of adjacent cells one time during its camp-on time on the serving cell. Thus the signaling load caused by the SIB broadcast can be engineered to be extremely low (probably SIB broadcast rates will be determined by other I.E. needs).
The method of measurement and tracking of SFN-SFN differences is supported by the current UMTS specifications [5], [6]. The mechanisms for implementing this option are largely in place already in [5] [6] etc., and there are many places where the requisite text already exists. Only a few relatively minor changes are required, as follows.
In this Option, the SFN-SFN difference would not be measured and reported by UEs as is accomplished today, but NodeB’s would determine the SFN-SFN Differences between neighbor cells and feed this information at the top end of the current SFN-SFN Difference chain. These SFN-SFN Difference values then may be communicated to UEs via minor changes in the current SIB information. Many of these changes are at the Stage 3 level, , e.g. as in SIBs 3, 4, 11, 12, by minor changes such as inserting already defined IEs, etc. 
Another change may be the communication to a NodeB of SFN counter values of adjacent NodeBs, since currently the SFN-SFN is gathered and reported by the UE via neighbor-cell measurements.
4.3. Option 3 – NodeB-UE message exchange
In this Option a message is sent by the side determined to be the “master sync” side (e.g. NodeB) to the unsync'ed side (e.g. Terminal) to transfer its current SFN counter value, or the SFN counter value of the adjacent cell. This allows immediate SFN sync-up to be accomplished.
There are two basic cases – Connected mode and Idle mode. 

A. Connected Mode cell transition (handover)
A target NodeB’s SFN counter value can be added to the normal message exchange which occurs at handover as an IE, allowing the eNodeB to transfer the target cell’s SFN counter value to the UE.
Note – in the case of power-up initialization, there is a message exchange, thus latency reduction can be handled in a similar manner to the connected mode handover case.
B. Idle Mode cell transition (cell-reselection)
This message can be sent by the target cell NodeB in response to a request from the UE for the current SFN counter value. 
The following lists some sub-options which have been discussed recently in RAN WG2, which may be in various states of activity or dormancy.

Method B1 – RACH-Dynamic BCH
Recent discussions in RAN2 have considered a UE RACH request and a Dynamic (i.e. on-demand) BCH response which would carry an SFN counter IE, but this is only one of the possible mechanisms. 
Method B2 – On-Demand-SIB
RAN WG2 has recently considered schemes for On-Demand System Information Broadcast (OD-SIB). The results of the email discussion were presented in RAN2 St. Louis in [7]. Other documents describe the OD-SIB in detail [8], [9], [10]. 

RAN WG2 has currently suspended consideration of OD-SIB, however it should be mentioned that OD-SIB or a similar scheme may propose a range of flexible options which can be effectively selected from and utilized for the UE to request an eNodeB SFN counter value and synchronizes its SFN value.

Method B3 – Other candidate Message exchanges which may be appropriate should be considered.
4.4. Option 4 – UE measurement of SFN-SFN Difference 
The UE monitors adjacent cells and determines adjacent cell SFN counter values (not SFN-SFN Differences) , which it uses to set its own SFN counter to the target cell’s value, and also informs the NodeB of the adjacent cell SFN counter value or the computed SFN-SFN Difference.
This method is very similar to the current UE measurement of SFN-SFN Difference, with the following difference.
Currently the UE can read the BCH of the neighbor cell and obtain an SFN-SFN difference by a measurement time somewhat in excess of the P-CCPCH period. In order to realize the efficiency of SFN-bits elimination from BCH or P-BCH in LTE, SFN bits are no longer continuously transmitted on P-BCH, and a new alternative mechanism would need to be devised. This new mechanism would make available an SFN counter value of the target cell which could be read by the UE with a short enough read time yet with a low-enough delay upon cell-transition. The recent email Reflector discussions on 80 msec P-BCH are an attempt find such a compromise between a short-enough UE-read wait-time and a frequent-enough SFN value acquisition to result in a low delay to SFN acquisition
5. Conclusion &  Recommendation

There is a clear need to reduce the number of bits being considered to be carried in the BCH. It is not essential that the Cell SFN counter be sent continuously over the BCH, as is done in UMTS. This would eliminate the bits sent over the Radio Interface and contribute to a significant reduction in the total BCH transmission load.
This contribution addresses one aspect of the proposed elimination of the SFN overhead in P-BCH which is within RAN WG2’s mandate (Reduction of Latency under cell-transitional situations).

This contribution proposes that RAN WG2 consider the options described in this contribution and agree on a method for quick sync-up where required. In order to realize the significant efficiency gains of SFN bits elimination on the P-BCH, some investigation by RAN WG2 into quick sync-up is recommended.
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