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1. Introduction

During the January WG meetings in Sorrento, RAN1 delivered an LS ([1]) that had an unusually dramatic impact on RAN2, suggesting that the space available for a single cycle of data transmission on the primary BCH might be as small as 40 bits including CRC.  Presumably this CRC would be smaller than the usual 24 bits, but even if (impractically) there were no CRC at all, it does not appear that this space would be adequate to carry the data that RAN2 consider necessary on the P-BCH.

This document examines the assumptions that gave rise to this constraint and its effects on RAN2 specifications, and proposes a way forward towards a more feasible P-BCH.
2. Discussion

2.1. Generalities

Discussion of this subject is somewhat complicated by the absence of consensus on what the terms mean.  This document assumes (based on RAN2 discussion, and in accordance with [5]) that the system information is divided into two categories, one (P-BCH) delivered with a static configuration on the centre 1.25 MHz of the system band so as to be readable for a UE that has come directly from the sync channel, the other (S-BCH) scheduled more freely across the carrier for UEs that have already read the P-BCH.

It is unclear what the appropriate channelisation model for this situation is.  The P-BCH appears to be carried on a BCH transport channel, mapped onto a CCCH physical channel (in RAN1 terminology; there is no relation to the logical CCCH as understood in RAN2).  Depending on scheduling decisions, the S-BCH could be mapped to a DL-SCH with certain modifications (e.g., no HARQ) or onto a new sort of L1/2 channel structure with semistatic allocation of resource blocks.  In either case, the choice of transport and physical channels is essentially a question of modelling, and this paper will neglect the entire subject.
The TTI on the P-BCH is assumed to be 10 ms (1 ms of data transmission in a 10-ms period).  The source of the 10-ms repetition cycle is obscure, but it has come to be widely assumed.  (Once the repetition cycle is assumed, the portion of it devoted to the P-BCH follows from the desire to maintain a constant 10% overhead.)  This analysis uses these numbers, but investigation of their sources would clearly be beneficial, and the possibility of changing them should be kept in mind.
The structure of the P-BCH is somewhat open in RAN1; for this analysis we assume, for simplicity, that the 1 ms of data is realised as a single burst transmitted on the 10-ms boundary.
2.2. Uses and configurations of the P-BCH
As currently envisioned in RAN2, the P-BCH has either two or three distinct purposes: (1) providing “bootstrap” information during cell acquisition (e.g., location of the S-BCH), (2) rapid delivery of the information that a UE needs to determine if it is allowed to use a cell (e.g., PLMN ID, tracking area ID(s)), and possibly (3) enabling the UE to make RACH transmissions even before it has finished receiving the S-BCH.  This section attempts to treat these three purposes in isolation from one another and describe the configurations of P-BCH information that each one would require.
Note that each scenario is actually a subset of the next; that is, all possible operational cases absolutely require the “bootstrap” usage, and the RACH scenario requires the reselection parameters to be present as well.  In the following subsections, we examine these three configurations in “ascending” order, from least to most ambitious.
2.2.1. Configuration 1: Bootstrap usage only
When a UE is acquiring a previously unknown cell, it finds first the sync channel, and second the P-BCH.  The SCH provides extremely limited information about the cell, but it does allow the UE to determine the carrier frequency; with that knowledge, the UE is able to read the P-BCH, which sits on a fixed 1.25-MHz frequency band centred on the carrier frequency.  Based on the contents of the P-BCH, the UE then reads the secondary BCH, which carries most of the system information.

It should be noted that the secondary BCH is scheduled more flexibly than the P-BCH, and even the critical information carried on it may have a longer repetition cycle than the P-BCH does.
The acquisition procedure in this scenario is shown in Figure 1.
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Evidently, the P-BCH must carry at least the following information:

· System bandwidth and related parameters
· Scheduling (or meta-scheduling; see below) of S-BCH

· System information value tag

The system bandwidth should fit in 3 bits, with a few additional bits for other basic descriptions of the carrier (at a minimum, 1 bit to indicate FDD/TDD), but the demands of the scheduling information are much less clear.  One possibility is that the P-BCH could provide not an explicit schedule for the S-BCH, but a “meta-scheduling” pointer to the scheduling information, e.g., to a control channel that handles the actual scheduling of the S-BCH.  We consider this possibility further in Section 2.5.  If the scheduling consisted of a single virtual resource block pointer, the current RAN1 assumption is that it would require 9 bits.
The value tag for the system information is 3 bits in UMTS; there is no particular reason to think the same size would not be adequate in LTE.

The system frame number (~10 bits) might also be needed at this stage.  It is not completely clear if the UE would need to know the SFN to interpret the scheduling of the S-BCH or not.  Assuming that the SFN is included, the minimum P-BCH size is then approximately 26 bits.
With a suitably short CRC of 14 bits, this amount of data would just fit in the space allotted by [1].  Although this CRC would be significantly shorter than is usual, it does not seem unreasonable given the size of the associated data block.  Note, however, that this size assumes that the scheduling data fits in 9 bits—a rather aggressive assumption and one with implications for the S-BCH design.
2.2.2. Configuration 2: Bootstrap + reselection parameters
From the RAN2 perspective, a cell is not really “acquired” until the UE is able at least to camp on it.  With this in mind, it would be obviously beneficial for the P-BCH to carry the information that the UE needs to decide if it can camp on a cell.

The models developed in RAN2 thus far have almost universally included this information in the P-BCH contents.  In addition to the benefits for cell selection and reselection, past discussions (e.g., [2]) have indicated that the P-BCH will often be readable by a UE on a neighbouring cell, which would be a great convenience for idle-mode mobility: The UE could read the P-BCH during its measurement procedure (during a measurement gap or as part of an intra-frequency measurement), determining whether the cell is a candidate for reselection without actually needing to depart from the serving cell.
Figure 2 shows a simplified example of a UE in one cell using the P-BCH transmissions of neighbouring cells to eliminate a barred cell as a candidate for reselection.
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Figure 2: Usage of reselection parameters from a neighbouring cell
(In reality, the barring information would be more complex than a single bit, probably a bitmap indicating barring due to several different causes, as it is in UMTS.)  It is important here that the UE reads only the P-BCH, not the S-BCH; the complexity involved in receiving scheduling information, locating the S-BCH, determining which information is needed and what its delivery cycles on the channel are, &c., is much greater than the complexity of just reading the primary BCH.  Reading the secondary BCH is generally impractical for cells other than the UE’s serving cell.
A number of considerations might block the UE from using a particular cell, even though the cell is of good quality in radio terms; the cell could be explicitly barred by the operator, or it could belong to a PLMN or tracking area that is forbidden to the UE.  To allow the UE to make its decision (without reading additional channels), the P-BCH would need to contain at least the following information:
· PLMN ID(s)

· Tracking area ID(s)

· Barring information

If there is no network sharing, a single tracking area per cell, and the same barring parameters as in UMTS, this information would come to 47 bits (PLMN ID=24 bits, TA ID=16 bits, 7 bits of barring information).  This computation excludes 16 bits (in UMTS) of access-class barring information, since it does not directly affect the UE’s decision about whether to camp on the cell—the access-class barring might be best viewed as part of the RACH parameters.
Network sharing, of course, could cause a distressing combinatorial explosion in the size of these parameters.  With five PLMNs sharing the cell (which we hope is an unrealistically large number!), and a single tracking area per cell shared across the PLMNs, the size of the parameters rises to 143 bits.  If each PLMN maintains a different tracking-area map, the number becomes larger still.

The high level of variability in the size of the reselection parameters presents a problem for scheduling of the P-BCH: The schedule needs to be able to accommodate the largest possible set of parameters, yet it should not reserve a large amount of bandwidth that would be wasted in a more typical configuration.  If the reselection parameters are to be included in the P-BCH contents, it appears that some flexibility could be required for the scheduling of the P-BCH itself.
2.2.3. Configuration 3: Bootstrap + reselection + RACH parameters
In addition to the acquisition and camping uses, the P-BCH could provide the UE with RACH parameters, so that the UE can transmit as soon as possible.  In addition to a set of RACH parameters similar to the ones from UMTS (approximately 12 bits), the UE would need to know where to listen for a response to its transmission, and possibly other parameters yet to be determined.
If the system frame number is not part of the other configurations, it is certainly required in the RACH parameters.  The access-class barring information should also be present.  If the sizes of these fields are the same as in UMTS, the RACH parameters will occupy at least 28 bits (without SFN) or 38 bits (with SFN).

However, it is not clear that there is any great benefit in delivering the RACH parameters on the P-BCH.  They are only of interest to a UE that is already camped on the cell, hence able to read the S-BCH; and the more flexible scheduling of the S-BCH might actually be able to deliver the RACH parameters faster, in many circumstances, than the highly constrained P-BCH.  In light of these considerations, we assume that configuration 3 is not of very great interest and that the RACH parameters should be sent on the S-BCH instead.
2.3. Time to acquire “usable” cell
Given a 10-ms cycle for the P-BCH, with the entire content contained in a 1-ms burst, each of the configurations in Section 2.2 takes the same time to receive—average 6 ms, maximum 11 ms, assuming there are no errors in reception.  (Of course, it is not at all clear that all these configurations could actually be sent in 1 ms with reasonable coverage.)  However, only in Configuration 3 can the UE begin using the cell immediately; in the other cases it must acquire some information from the S-BCH first.
By a “usable” cell, in this context, we mean a cell on which the UE can camp immediately, and for which it has finished reading the RACH parameters.  These seem to be the minimum requirements for a UE to make any constructive use of a cell.

It is essentially certain that the S-BCH data will be divided into blocks similar to the UMTS SIBs, with the most critical data delivered on a short cycle.  What “short” means in this context, however, may depend on system bandwidth, since the potential throughput of the S-BCH (unlike the P-BCH) varies with carrier width.

The RACH parameters, for instance, are not particularly large, and they could be sent with an almost arbitrarily short cycle unless the carrier is very narrow indeed; the reselection parameters, especially in a network-sharing situation or with overlapping tracking areas, could be large enough to impose some limitations on narrower-band systems.  In any case the time required to send a given amount of data on the S-BCH should be at worst equal to the time required on the P-BCH, and less for any system band wider than the minimum 1.25 MHz.
For this analysis, we assume (somewhat arbitrarily) that the RACH parameters can be delivered on a 10-ms cycle, and the reselection parameters at worst on a 40-ms cycle.  (In a highly pessimistic situation, in a narrowband system with network sharing among several PLMNs and different overlapping tracking area IDs in each PLMN, the reselection parameters could occupy several hundred bits and challenge even this assumption, but this level of complexity seems unlikely, especially on narrower-band systems where the broadcast overhead is of the greatest concern.)  Note that these cycles occur in parallel—in Configuration 1, where both the reselection and RACH parameters are acquired from the S-BCH, the total cycle time is 40 ms, not 50 ms.  However, reading of the S-BCH cannot start until reading of the P-BCH is complete.
The “usability delay” for each configuration, from the moment the UE finishes reading the SCH to complete reception of the reselection and RACH parameters, is shown in Table 1.  The table subsumes the following assumptions:

· The UE receives all data without errors, on the first attempt;

· The scheduling of the S-BCH is reasonably intelligent, with blocks aligned to the P-BCH bursts;

· Any latency in interpreting and applying the scheduling information for the S-BCH is negligible.

The delays for configuration 1 appear twice, with 40- and 10-ms cycles for the reselection parameters; the reselection- and RACH-parameter transmissions have durations dreselection and dRACH, respectively.
	Configuration
	Usability delay (ms)

	
	Average
	Maximum

	1 (40-ms reselection params)
	26 + dreselection
	41 + dreselection

	1 (10-ms reselection params)
	6 + dreselection
	11 + dreselection

	2
	6 + dRACH
	11 + dRACH

	3
	6
	11


Table 1: Usability delays with a 10-ms P-BCH cycle
Evidently the delays are highly dependent on assumptions about the critical data on the S-BCH; the difference between the two subcases of configuration 1 is fairly dramatic.  On the other hand, the differences between the performances of the other cases are minor, with the differences affected by the size of the S-BCH data blocks rather than by their periodicity.  In particular, if the reselection and RACH parameters can be sent in blocks of the same length on the S-BCH, the 10-ms subcase of configuration 1 gives the same performance as configuration 2.
The worst cases are shown in Figure 3 (coloured blocks represent the earliest instance the UE is able to read).
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Figure 3: Worst cases for usability delay

The figure is not particularly realistic; in particular, the relation between the periodicity of a transmission and the duration of each burst depends on decisions yet to be taken about how the S-BCH is scheduled.
From the perspective of usability delay, then, the effect of moving parameters from the P-BCH to the S-BCH is minimal; the delay experienced by the UE depends mainly on the repetition cycles, not on which channel it reads.

2.4. Implications for idle mobility

The choice of configuration for the P-BCH has major implications for idle mobility.  In configuration 3, the P-BCH provides all the information that a UE needs to determine whether it can select the cell; that is, in intra-frequency cases (or certain inter-frequency cases, e.g., with a DRX cycle over 10 ms), the UE can evaluate the reselection parameters in a cell completely before trying to select it.  At the other extreme, in configuration 1, the P-BCH provides no assistance to an idle UE; before the UE can determine if the cell is barred, for instance, it must read the reselection parameters from the S-BCH.  Depending on the paging DRX cycle, the UE might or might not need to “abandon” its serving cell to perform this reading; in any case, the extra reading time causes an additional delay in cell reselection, and if the UE is in an environment with many barred or forbidden cells (e.g., on a national boundary where it is only allowed access in one country), it could spend a large amount of time and effort reading S-BCHs of cells that it will never be able to select.
It is difficult to quantify these effects, since they depend on how burdensome it is for the UE to read the S-BCH on a non-serving cell, but it seems safe to conclude that idle mobility benefits greatly from using configuration 2 (or 3).  The same analysis applies to connected UEs, to the extent that they benefit from advance knowledge of the system parameters in the target cell.  However, these UEs might be able to receive this information via dedicated signalling.

2.5. Scheduling and meta-scheduling

The load on the P-BCH in configuration 1 depends largely on the size of the S-BCH scheduling information.  This size is difficult to estimate; several proposals with different scheduling are under consideration in RAN2.  In general, we assume that the scheduling information would be either a single block (analogous to the MIB in UMTS) or a specialised control channel.  If the scheduling information is to be included in the P-BCH, only the “MIB-like” model is realistic.

The size of a MIB-like scheduling block cannot be known with very high accuracy, since the number of SIBs and their behaviour are still very much open issues.  However, estimates based on extrapolation from the UMTS MIB (e.g. in [3] and [4]) have been in the approximate range of 60-120 bits.  In other words, a MIB by itself, unless drastically simplified compared to current RAN2 assumptions, would exceed the P-BCH capacity given in [1].
The alternative (apart from enlarging the P-BCH, which will be discussed in Section 3) might be called a “meta-scheduling” scheme, in which the P-BCH does not actually contain the scheduling of the S-BCH, but only some information pointing to that scheduling.  For instance, if the S-BCH were scheduled in a similar manner to a DL-SCH, the P-BCH could contain the identity of the associated control channel; alternatively, a MIB could be transmitted using a simple periodic scheme, with restricted alternatives such as a few fixed resource block sizes, and the P-BCH could contain just enough information for the UE to find that periodic transmission.  These two types of meta-scheduling are shown in Figure 4.
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Figure 4: Two forms of meta-scheduling (P-BCH in orange)
The second form shown here is essentially the concept that RAN2 have considered under the name “dynamic BCH”.

Meta-scheduling is something of a “dirty trick”, because it makes BCH reading a three-step process—the UE reads the P-BCH for the meta-scheduling, then uses that to read the scheduling for the S-BCH, then reads critical data from the S-BCH.  (In configuration 3, this objection would not apply, since all the critical data would be on the P-BCH.  On the other hand, if the P-BCH could contain configuration 3, it might well be able to contain a MIB as well, thus rendering meta-scheduling moot.)
Finally, meta-scheduling tends to increase the usability delay, since the UE now has to wait to acquire the scheduling information itself, and then wait to read the S-BCH.  However, this delay need not be very long and in practice might be subsumed in a period when the UE would need to wait for S-BCH data anyway.
3. Enlarging the P-BCH
We have seen that, unless the P-BCH significantly exceeds the capacity contemplated in [1], no configuration is possible except for configuration 1 with meta-scheduling (or perhaps with highly restrictive scheduling of the S-BCH).  Since this is the pessimal arrangement of system information for all purposes, it is probably worthwhile to seek better alternatives!

There are two obvious ways to increase the P-BCH capacity:
· Lengthen the P-BCH cycle;

· Relax the coverage targets.

3.1. Comparison of methods

The effects of both methods of channel enlargement are fairly obvious.  If the P-BCH cycle is lengthened, all UEs will take longer to read it, raising the average usability delays across the board.  If the coverage targets are relaxed, UEs in poor coverage will suffer, perhaps needing to read the BCH for two (or more) TTIs to receive the contents correctly.

Table 2 summarises the pros and cons of these two approaches.

	
	Pros
	Cons

	Longer cycle
	Good coverage at edge of cell and in neighbouring cells

Capacity can be arbitrarily high
	All UEs must read for the full cycle length

Systems must be dimensioned differently (or waste capacity)
More difficult to read full cycle from neighbouring cells

	Relaxed coverage
	Usability delay unchanged

No change to design
	UEs at edge of cell may have trouble reading

UEs in neighbouring cells may have lots of trouble reading

Capacity gains limited by need to maintain acceptable coverage


Table 2: Pros and cons of methods of expanding P-BCH

Although the benefits of relaxing the coverage targets do not sound especially inspiring, the cons of lengthening the cycle are (potentially) severe enough to require careful consideration.  In practice, given the numbers we have seen for the required fields in configurations 2 and 3, the cycle might well need to be 40 ms (160 bits including CRC) or even longer for systems with an unusually complex network-sharing arrangement, or with many levels of tracking areas (assuming that LTE adopts the overlapping-TA solution).  This change from the 10-ms requirement discussed in [1] is dramatic.
On the other hand, as noted in Section 2.1, the original source of the 10-ms requirement is not clear, and further investigation would be useful to determine if there is an actual system requirement driving it.

Neither alternative is particularly friendly to UEs attempting to monitor the P-BCH from a neighbouring cell.  In general, a UE that does not see a good signal from a neighbouring cell will probably not get to the point of trying to read its P-BCH, but this rather glib generalisation is somewhat unfair to UEs in generally bad reception environments (e.g., basements).  Such UEs might already need to try several times to read a neighbouring cell’s P-BCH successfully, and anything that makes this process more difficult will exacerbate their problem.

It appears that the best option may be to take modest steps in both directions, lengthening the cycle slightly but still maintaining acceptable usability delays, and relaxing the coverage requirements just enough to allow for the necessary throughput.
3.2. The effect of a longer cycle

Given the size of the reselection and RACH parameters, and the constraints described by RAN1, it is not at all clear that configurations 2 and 3 can be compressed into a 10-ms transmission.  It is therefore sensible to ask: How bad is the impact on usability delay of a longer P-BCH cycle?

The answer depends on how the longer cycle is realised.  Assuming that the fraction of the centre 1.25-MHz band devoted to the P-BCH needs to remain constant, we are forced to consider a longer TTI, either with a larger burst size or segmentation of the P-BCH content into several short bursts—i.e., a 1-ms burst sent every 10 ms, with the UE needing to receive several such bursts for the complete P-BCH.

The second method could result in lower delays if the UE were able to receive the segments out of order and reassemble them, but the potential complexity of such an approach seems prohibitive (see the analysis in [5], which concludes that the obvious methods of segmentation would cause an unreasonable explosion in the cycle length); therefore we consider only the first option, in which the burst size of the P-BCH is extended (to n ms for a TTI of length 10n, thus maintaining the same overhead).

If the usability delay is dominated by a repetition interval from the S-BCH (as with configuration 1 in Figure 3, where the 40-ms cycle of the reselection parameters is the largest source of delay), the effect of lengthening the P-BCH cycle is minimal until it starts to approach the limiting S-BCH cycle.  On the other hand, if the P-BCH itself is the main contributor to the delay, then the delay essentially grows linearly with the cycle length.

If the P-BCH TTI were extended to 20 ms, for instance, Table 1 would be modified as follows:

	Configuration
	Usability delay (ms)

	
	Average
	Maximum

	1 (40-ms reselection params)
	32 + dreselection
	52 + dreselection

	1 (10-ms reselection params)
	12 + dreselection
	22 + dreselection

	2
	12 + dRACH
	22 + dRACH

	3
	12
	22


Table 3: Usability delays with a 20-ms P-BCH cycle

This extension to 20 ms would give a capacity in one TTI of approximately 80 bits including CRC.
  This capacity would nearly accommodate configuration 2 without network sharing (26 bits of bootstrap parameters including SFN, 47 bits of reselection parameters, leaving 7 bits for a CRC—probably not quite adequate), assuming that the S-BCH scheduling information can be contained in a 9-bit resource block pointer (which probably means meta-scheduling).
The lightest possible version of configuration 2, with the system frame number placed in the MIB rather than on the P-BCH and the scheduling consisting of a 9-bit pointer to the MIB, would require only 63 bits plus CRC; this arrangement (using a 16-bit CRC) would fit in a 20-ms TTI without relaxing the coverage targets.
3.3. Relaxed coverage targets
The discussion in [1] posited 1% BLER in 98% of the cell—a rather aggressive target.  It also considered the consequences of relaxing the target to 10% BLER and 95% coverage, which would allow the P-BCH to contain approximately 200 bits in a 1-ms burst (10-ms TTI).  This size is more than necessary in almost all situations given the sizes of the data fields, even with a 10-ms data cycle; with a longer cycle it is unquestionably overkill.
The analysis of Section 3.2 shows that configuration 2 in a minimal version can fit in a 20-ms TTI with only a slight relaxation of coverage targets.  However, network-sharing cases could still push configuration 2 to a rather large size: slightly under 200 bits including CRC.  Such situations would require more relaxation of coverage requirements to keep the data confined to a 20-ms TTI.

This paper does not attempt to determine the appropriate configuration; RAN1 would need to be consulted.  We do know from [1] that the necessary relaxation would be significantly better than the 10% BLER/95% coverage alternative discussed there.
4. Conclusions
The analysis above suggests the following general conclusions about the possible P-BCH configurations:

· Including “bootstrap” parameters in the P-BCH is essential;

· Including reselection parameters in the P-BCH is highly desirable for idle mobility;

· Including RACH parameters in the P-BCH is not particularly useful.

However, it is clear that only the bootstrap parameters could be transmitted in a 10-ms TTI with the assumptions of [1].  The impact of extending the P-BCH cycle to 20 ms appears acceptable, but could still require some relaxation of the coverage targets for certain deployments.

Accordingly, we propose the following working assumptions:
· P-BCH carries bootstrap and reselection parameters;

· TTI on the P-BCH extended to 20 ms;

· S-BCH scheduled with a “MIB-like” block, identified by a virtual resource block pointer on the P-BCH;

· Coverage targets to be chosen so that these parameters actually fit in (2 ms within) the 20-ms TTI.

There remains the problem that “normal” deployments (with little or no network sharing) fit rather easily in a 20-ms TTI, but the coverage targets need to account for the exceptional worst cases with many PLMNs.  The result is that most deployments will be underdimensioned, sacrificing coverage in order to use an unnecessarily aggressive MCS.  This problem requires further investigation.  The following possibilities (and perhaps others) could be considered:
· Still longer TTI and acquisition cycle on the P-BCH for some deployments, e.g., 30 ms, with the UE given some way to recognise these systems before reading the P-BCH;

· Expansion of the P-BCH to a larger bandwidth in systems that support it, assuming RAN1 are agreeable; the bandwidth could be signalled with a flag on the sync channel, but this would not solve the problem for narrower-band systems.
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