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1
Introduction
In E-UTRAN, the scheduling of individual UEs on a TTI basis has been agreed as a baseline [1]. The baseline provides the best flexibility but at the cost of frequent signalling. In recent TSG RAN WG2 meetings, a plethora of ideas have been proposed to reduce the signalling overhead for VoIP traffic in the downlink. While reducing the signalling overhead is not a bad idea as such, we must not forget that it also impacts the scheduler in its ability to optimise its decision and assign resources efficiently. So on one hand, reducing the signalling overhead may increase the capacity by freeing resources; but on the other hand it may also decrease the capacity because of the limitations it introduces in scheduling. This is obviously a complex problem and the best trade-off is not obvious. We should therefore be careful before specifying additional scheduling schemes: the additional system complexity they introduce should be justified – ideally through system level simulations.
The purpose of this contribution is two-fold: first highlight some of the challenges that occur when some kind of fixed allocation is used (fixed MCS, timing, grouping…) and second to present some simulation results of the baseline against a semi-persistent type of allocation [2].
2
Challenges with Fixed Allocations
An obvious solution for reducing the L1/L2 control signalling overhead of the baseline is to fix some part of the allocation via L3 signalling: resource block, pattern, MCS, IR version, retransmissions, etc… While this could be considered as an attractive solution for a fixed bit rate service alone (e.g. GSM EFR CS call), there are few reasons why fixing some part of the allocation may not be very efficient or even feasible:

-
Link Adaptation: to efficiently cope with varying channel conditions, the MCS need to be dynamically selected.
-
Mixed Services: even if the characteristics of a service are fixed and known in the eNB, other services may run in parallel, making the transport block dynamic in size anyway.
-
Voice Codec: it is not clear yet whether the eNB can obtain the detailed characteristics of the voice codec [3]. If the characteristics are not known, it seems difficult for the eNB to be able to fix some part of the allocation to reduce the L1/L2 control signalling overhead.

-
RTCP: for VoIP services, it is not clear yet how RTCP needs to be handled [3]. To efficiently send RTCP packets without e.g. dropping speech frames, a dynamic MCS is required.

-
Codec Mode Adaptation: to allow it, the MCS must be dynamic or at least a subset of MCS needs to be preconfigured.

-
Header Compression: the compressed header is not of fixed size always and full headers also need to be sent. For that reason, a fixed MCS or dynamic resources need to be allocated.
-
Evolution: even if it is possible to tailor the signalling in specifications for the support of one service, there is no guarantee that the very same service will be used once the products reach the marketplace. 
For instance, for a VoIP call with Header Compression, RTCP and link adaptation (or codec mode adaptation), we may not be able to fix a large part of the allocation: the amount of control signalling may be similar to the baseline.

3
Performance Analysis
In this section we provide system level performance comparison between the agreed baseline (fully dynamic packet scheduler) and a semi-persistent type of allocation [2]. Results for static resource allocation (a.k.a fully persistent in [2]) are also provided as a reference. 
Implementation of the alternatives is based on the following assumptions:
-
Baseline:
-
All transmissions are scheduled by L1/L2 control signalling;
-
Underlying scheduling metric: Proportional Fair;
-
Users are selected in the following order:
-
Users having pending HARQ re-transmissions;
-
Delay sensitive users;
-
Remaining users.
-
Users supporting packet bundling are prioritized in the user selection;
-
Resource allocation is dynamic meaning that the number of allocated PRBs per scheduled user depends on the transmission requirements of the selected TF.
Semi-persistent:
-
All initial transmissions without bundling are scheduled persistently without L1/L2 control signalling by using limited set of time/frequency resources (3TTIs);
-
Re-transmissions are scheduled dynamically by L1/L2 control signalling;
-
Initial transmissions with packet bundling are transmitted with L1/L2 control signalling also (bundling is dynamic and only users in good channel conditions use bundling);
-
Static resource allocation is used (2 PRBs per scheduled user).
-
Static:

-
All transmissions are done without L1/L2 control signalling by using persistently allocated (dedicated) time/frequency resources;

-
2 PRBs are allocated twice in a 20 ms for each UE - one allocation for initial transmissions, one allocation for re-transmissions;

-
Fixed MCS (1/2-rate QPSK) is used for all transmissions;

-
Packet bundling is not allowed.

Packet scheduling related assumptions are given in the Table 1. Other assumptions used in the system performance analysis are listed in appendix.

Table 1: PS related simulation assumptions for 1.25 MHz
	Assumption
	Value 
	Explanation

	NoOfCTRLusers
	1, 2, 6 (NOTE 1)
	Maximum number of users requiring L1/L2 control signalling per TTI

	Number of FD multiplexed users per TTI
	≤ NoOfCTRLusers (baseline); or
≤ 3 (semi-persistent, static)
	Number of frequency domain multiplexed users per TTI (NOTE 2)

	Number of PRBs per scheduled user per TTI
	≤  6 (baseline); or

≤ 2 (semi-persistent)
	Number of allocated PRBs per scheduled user (NOTE 2)

	Bundling options
	no bundling; or
limited bundling (up to 2 packets); or
unlimited bundling (up to 4 packets)
	Unlimited bundling could be used for 100 ms delay bound only

	Delay bound
	40 ms, 100 ms
	Packets exceeding delay bound are discarded


NOTE1:
The ability to schedule 6 users is only given as a reference as it would require much more than 4 control symbols.

NOTE2:
For the baseline, the maximum number of users scheduled per TTI is defined by the max number of L1/L2 control channels (NoOfCTRLusers), whereas for semi-persistent it is defined by the size of one allocation. Dynamically scheduled users typically get larger allocation per TTI and therefore try to use bundling (to minimise L1 control channel usage).

NOTE3:
In order to keep the number of blindly detected time/frequency combinations low, it is essential to use static RA for semi-persistent case. This means that each scheduled user gets 2 PRBs, and there are three possible combinations to pick from (3TTIs).

System performance comparison between the simulated schemes in terms of capacity is presented in the following two tables where VoIP capacity is defined as the number of users that could be supported in a sector without exceeding 5 % outage. A user is considered to be in outage, if during the call at least one short term window of length 10 seconds is regarded as a bad quality. Short term window is regarded as a bad quality if more than 5 % of the packets are lost (i.e. either erroneous or discarded).
Table 2: Capacity comparison with 40 ms delay bound
	
	Static
	Semi-persistent
	Baseline

	NoOfCTRLusers
	-
	1
	2
	1
	2
	6

	No bundling
	30
	52
	52
	30
	55
	-

	2 packets bundling max
	-
	73
	74
	41
	77
	110


Table 3: Capacity comparison with 100 ms delay bound
	
	Static
	Semi-persistent
	Baseline

	NoOfCTRLusers
	-
	1
	2
	1
	2
	6

	No bundling
	30
	60
	60
	30
	60
	-

	2 packets bundling max
	-
	84
	84
	52
	90
	110

	4 packets bundling max
	-
	87
	90
	73
	108
	118


The observations that can be made are:
-
Fully static resource allocation is the worse alternative in terms of capacity;

-
With a L1/L2 control signalling allowing only one user to be scheduled per TTI, semi-persistent allocation outperforms the baseline;

-
With a L1/L2 control signalling allowing up to two users to be scheduled per TTI, semi-persistent allocation does not improve the baseline in terms of capacity;

-
Packet bundling is an effective mean to increase capacity;
-
The agreed baseline provides the highest capacity as long enough users can be scheduled per TTI. 
4
Conclusion
In E-UTRAN, the scheduling of individual UEs on a TTI basis has been agreed as a baseline [1]. The baseline provides the best flexibility but at the cost of frequent signalling. While reducing the signalling overhead is not a bad idea as such, it also impacts the scheduler in its ability to optimise its decision and assign resources efficiently. Through system level simulations, this contribution has shown that as soon as the control signalling allows enough users to be scheduled per TTI, the baseline always provides the highest capacity. Only when the L1/L2 control signalling is very limited, semi-persistent allocation has been shown as providing a larger capacity than the baseline. But considering the number of possible drawbacks any persistent or semi-persistent type of allocation has to face, we believe that it is simpler and much more effective to properly allocate the number of control symbols depending on the maximum number of VoIP users one wishes to support in a cell. The relation between the number of control symbols, number of scheduled users and maximum VoIP capacity should be discussed together with RAN1.
NOTE:
for power saving purposes, DRX can of course be used on top of the baseline.
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Appendix: Used simulation assumptions
VoIP traffic is modelled as 2-state Markov model with 50 % Voice activity. VoIP traffic related assumptions are listed in Table 6 below.
Table 6: VoIP traffic related parameters
	Parameter
	Value 
	Explanation

	Voice activity
	50 %
	

	Mean value of DTX on/off period length
	3.0 s
	The length of DTX on/off periods are negatively exponentially distributed random variables

	SID
	Modelled
	

	Voice codec
	AMR 7.95 kbps 
	

	VoIP packet size
	28 bytes
	Size of the voice packet (including all overhead)

	SID packet size
	11 bytes
	Size of the SID frame (including all overhead)

	Call length
	60 s
	


Additional system simulation parameters are provided in Tables 7 and 8 below.

Table 7: General simulation assumptions

	Parameter
	Assumption/Value

	Cellular layout
	Hexagonal grid, 7cell sites, 3 sectors per site

	Inter-site distance (ISD)
	According to Table 8

	Distance-dependent path loss
	L = I + 37.6log10(R), R in kilometres
Simulation case 4: I = 120.9

	Lognormal Shadowing 
	As modelled in UMTS 30.03, B 1.4.1.4

	Shadowing standard deviation
	8 dB

	Correlation distance of Shadowing
	50 m

	Shadowing correlation
	Between cells
	0.5

	
	Between sectors
	1.0

	Penetration loss
	According to Table 8

	Carrier frequency
	According to Table 8

	Bandwidth
	According to Table 8

	Subcarrier spacing
	15 kHz

	Resource block size
	180 kHz (12 subcarriers)

	Number of physical resource blocks
	6

	Number of OFDM symbols per sub‑frame
	14 (10 for data, 4 for pilots and control)

	TTI length
	1.0 ms

	Channel model
	Typical Urban (TU) with 20 taps

	UE deployment
	Uniform random spatial distribution over all cells

	Hybrid ARQ scheme
	Chase combining

	Hybrid ARQ round trip delay
	6 sub‑frames (3 ms)

	Max number of hybrid ARQ retransmissions
	3 

	Thermal noise density
	-174 dBm/Hz

	Antenna pattern (horizontal)
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	Total BS TX power
	43 dBm 

	BS antenna gain (incl. cable loss)
	14 dBi

	BS transmitter
	1 antenna

	UE speed 
	3 km/h

	UE receiver
	2 antennas with MRC 

	UE antenna gain
	0 dBi

	UE noise figure
	9 dB

	Channel estimation
	Ideal / 1dB error

	CQI feedback delay
	4 sub‑frames

	CQI rate
	Once in a sub-frame / once per 20ms

	Link to system level interface
	EESM


Table 8: Deployment scenario

	Scenario
	CF

(GHz)
	ISD
(m)
	BW

(MHz)
	PLoss

(dB)
	Speed (km/h)
	Propagation Model

(R in Km)

	Case 4
	0.9 
	1000
	1.25
	10
	3
	L = 120.9 + 37.6 Log10R
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