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1 Introduction

This document presents simulation results for network based uplink prioritization method. The chosen simulation scenarios correspond to the use cases and radio conditions agreed during the email discussion after RAN2#56 (described in ‎[1]).
It should be noted that the presented simulation results are intended for providing rough estimate on the relevant performance metrics (such as packet loss rate and throughput) of the network based method. The methods and algorithms in this contribution cannot be regarded as a full implementation of the network based method, but rather as an attempt to provide some indication on how the network centric method can be implemented to support operator requirements in ‎[1]. It should also be emphasized that the selection of the uplink prioritization method should not be based solely on performance, but the selection should take into account complexity and testability aspects as well.

This contribution does not evaluate the performance of the network centric method for use case 3 described in ‎[1], as no traffic model for gaming service with MBR > GBR was available. However, for some discussion on use case 3, please see section ‎2.3.
This contribution also does not evaluate performance of the UE centric prioritization method. However, it is expected that the performance of a properly implemented UE centric method can match the network centric approach. 
2 Use cases

The use cases 1a, 2 and 3 in this contribution correspond to the use cases defined in ‎[1]. In addition an alternative configuration of use case 1 has been evaluated as use case 1b.
2.1 Use case 1: starvation between multiple non-real time services
This use case consists of two non-real time services transmitting simultaneously in the uplink. It is assumed that both services use TCP as the transport layer protocol, and thus will greedily increase the transmission rate to use all available resources. 

The desired behavior is to provide both services “enough resource to avoid starvation (or to meet the minimum service requirements)” according to ‎[1]. We consider two different minimum service requirements for non-real time services, leading to two different use cases. First (in use case 1a), we assume that one of the services has a higher priority than the other, and that for both services an explicit minimum or prioritized bit rate (MinBR) has been configured. Second (in use case 1b), we consider two services of equal priority, with no defined minimum or prioritized bit rate. In our opinion both configurations are likely. 

2.1.1 Use case 1a: Explicit prioritized bit rate
For Use case 1a, we consider two TCP flows each assigned to a separate Non-GBR bearer with different priorities, and assume that for both bearers an explicit Prioritized or Minimum Bit Rate (MinBR) has been configured. We also assume that there is a per bearer Maximum Bit Rate (MBR)
. It is assumed that the MinBR for both bearers is set to 64 kbps, while the MBR is set to 1280 kbps for the high priority bearer and 640 kbps for the low priority bearer.
The set-up for use case 1a is shown in Figure 1.

The desired behavior for use case 1a is to first ensure that the high priority bearer A gets at least the MinBR. If the radio conditions do not allow sufficiently large grants, the desired behavior is to starve the low priority bearer B. If there is further capacity on the air interface, it should be used to ensure the MinBR for the low bit rate bearer B, and only after that the high priority bearer is allowed to use higher data rate. 

As described in ‎[6], both the maximum and minimum bit rate will be enforced with rate shaping in the eNode B. Both the maximum and minimum bit rates can be entered as explicit parameters to the rate shaping function. Since the two bearers have different priorities, and the requirement is for the high priority to starve the low priority bearer, there will be no need to use priority alteration pattern to avoid the starvation. The UE will simply serve the two bearers always in the priority order.
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Figure 1: Use case 1a, with two Non-GBR bearers sharing the uplink; both carrying TCP-based bulk data transfers. The bearers have different priorities, and for both bearers an explicit Prioritized or Minimum Bit Rate (MinBR) has been configured. There is no priority alternation pattern.
2.1.2 Use case 1b: No explicit prioritized bit rate

For Use case 1b, we consider (similarly to the use case 1a) two Non-GBR bearers sharing the uplink; both carrying TCP-based bulk data transfers. However, it is assumed that both bearers are of same priority, and that no explicit Prioritized or Minimum Bit Rate (MinBR) has been configured. The MBR is still set to 1280 kbps for the bearer A and 640 kbps for bearer B. 
The set-up for use case 1b is shown in Figure 2.

The desired behavior for use case 1b is to ensure that neither of the non-real time services starve the other service. The available resources should be split evenly between the two services up to the configured Maximum Bit Rate. 

In this case only the maximum bit rate will be enforced with rate shaping in the eNode B. Since the two bearers have equal priority, and the requirement is to avoid starvation between the bearers, a simple priority alteration pattern switching the order in which data from the bearers is selected. To be more precise, the priority alternation pattern was chosen simply to be A, B, A, B, … 
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Figure 2: Use case 1b, with two Non-GBR bearers sharing the uplink; both carrying TCP-based bulk data transfers. The bearers have equal priority, and no explicit Prioritized or Minimum Bit Rate (MinBR) has been configured. The priority alternation pattern is A, B, A, B, ….
2.2 Use case 2: starvation caused by a real time service with MBR > GBR

For use case 2, we consider a high priority conversational video and TCP upload sharing. The video source is assumed to be adaptive with two bit rates, 64 kbps and 1280 kbps. It is assumed that if the packet loss rate measured over 1 second exceeds 2%, a down switch from 1280 kbps to 64 kbps is triggered. This behavior is similar to the rate adaptation described in Appendix C of ‎[7] for adaptive voice communications. The increase of the data rate for conversational services is less well studied. For this evaluation, it was assumed that there is no adaptation mechanism to increase the data rate, but the data rate was manually set to 1280 kbps initially for all radio conditions.

The TCP upload service was configured with a Minimum or Prioritized Bit Rate of 64 kbps.

The model for conversational video may be regarded as simplistic. For example, there may be several possible bit rates between 64 kbps and 1280 kbps, and the adaptation mechanism might not be based only on the packet loss rate, but might also take into account variation of round-trip time etc. However this simple model is based on the rate adaptation mechanism described for conversational voice and gives a qualitative indication on how the conversational services behave upon detecting packet losses.

The set-up for use case 2 is shown in Figure 3.

The desired behavior for use case 2 is to first ensure that the high priority bearer A gets at least the GBR. If the radio conditions do not allow sufficiently large grants, the desired behavior is to starve the low priority bearer B. If there is further capacity on the air interface, it should be used to ensure the MinBR for the low priority bearer B, and only after that the high priority bearer is allowed to use data rates up to the MBR. 

Similarly to the use case 1a, the application data rate will be enforced to either maximum or minimum bit rates with rate shaping in the eNode B, and since the two bearers have different priorities there will be no need to use priority alteration pattern to avoid the starvation. The UE will simply serve the two bearers always in the priority order.
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Figure 3: Use case 2, with a GBR bearer (carrying real-time video) and a Non-GBR bearer (carrying TCP-based bulk data transfer) sharing the uplink. The GBR bearer has higher priority, and has a maximum bit rate exceeding the guaranteed bit rate. For the Non-GBR bearer a minimum bit rate of 64 kbps has been configured.
2.3 Use case 3: starvation caused by a real time service with MBR > GBR
The use case 3 consists of three different services, a highest priority UDP gaming data service, a high priority real-time voice service and a low priority TCP service, used for e.g. gaming control.
Unfortunately it was not possible to evaluate the performance of the network centric approach for this method, as it was unclear how bit rate requirements for the gaming are expressed. For example, ‎[3] appears to indicate that at least for one first person shooter game (namely Unreal Tournament), the bit rate requirement is constant and there does not appear to be any adaptation to the packet loss. Similarly ‎[4] indicates only minimum data rate requirements for the games, but does not indicate any adaptivity beyond that. Naively this would correspond to gaming data with GBR = MBR, in which case the behavior of the use case 3 would be very similar to the use case 2. However, clearly further information on the how (if at all) the real time games use data rates beyond GBR is needed before it is possible to evaluate the performance of use case 3. 
It should also be noted that as the real time gaming currently is using Internet access without any service guarantees, it should be possible to deploy existing real time gaming on non-GBR bearers, possibly with MinBR to avoid starving the high priority gaming data.
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3 Radio conditions
In order to evaluate the performance of the uplink prioritization method, it is necessary to vary the radio conditions. According to ‎[1], the radio condition should be varied between very congested (air interface rate smaller than the sum of guaranteed and/or minimum bit rates) and not congested at all (air interface rate greater than the sum of the maximum bit rates).
For this evaluation, three different radio conditions were chosen. 

For radio condition 1 the air interface capacity was 64 kbps. For such a low rate, only the guaranteed or minimum bit rate of the high priority bearer in use cases 1a and 2 will be supported. The low priority bit rate will be starved. However, for use case 1b, the starvation is avoided by the priority order alternation pattern. This radio condition is between cases 1 and 2 in ‎[1].
For radio condition 2 the air interface capacity was 640 kbps. This rate is sufficiently large to avoid starvation of the low priority bearers in all use cases. However, the prioritization method will need to ensure that the high priority bearer does not completely starve the low priority bearer in all use cases. This radio condition corresponds to case 3 in ‎[1]. 

For radio condition 3 the air interface capacity was 2048 kbps. This rate is larger than the sum of the maximum bit rates for all use cases. Any realistic scheduler should not assign such a high rate for prolonged period of time. However, it was included in this evaluation in order to show that it is also possible to enforce the maximum rates by rate shaping. This radio condition corresponds to case 3 in ‎[1]. 

In order to evaluate both the transitions between different radio conditions as well as the operation in a steady state, the different radio conditions cycled through starting from the best radio condition (i.e. the radio conditions were cycled in order 3 -> 2 -> 1). Each radio condition is kept for 80 seconds, after which the grant was adjusted to correspond to the next radio condition. Thus time values between 0 and 80 s correspond to radio condition 3, between 80 s and 160 s correspond to condition 2 and between 160 s and 240 s to condition 1.

In all radio conditions a constant grant was given to the UE. This is a simplification introduced in order to avoid the averaging required with varying bit rate. It is expected that the results do not change significantly even if variation on small time scales (e.g. due to fading) is introduced.
Only single user was simulated in all radio conditions. It is not expected that the results change significantly even if many users would need to be scheduled.
The expected data rates for each radio condition and use case are shown in Table 1.

Table 1: Expected data rates for each radio condition and use case.

	
	Radio condition 1 (64 kbps)
	Radio condition 2 (640 kbps)
	Radio condition 3 (2048 kbps)

	Use case 1a

A: MinBR=64 kbps MBR=1024 kbps

B: MinBR=64 kbps MBR=640 kbps
	A: 64 kbps

B: 0 kbps
	A: 576 kbps

B: 64 kbps
	A: 1024 kbps

B: 640 kbps

	Use case 1b

A: MinBR=N/A MBR=1024 kbps

B: MinBR=N/A MBR=640 kbps
	A: 32 kbps

B: 32 kbps
	A: 320 kbps

B: 320 kbps
	A: 1024 kbps

B: 640 kbps

	Use case 2

A: MinBR=64 kbps MBR=1024 kbps

B: MinBR=64 kbps MBR=640 kbps
	A: 64 kbps

B: 0 kbps
	A: 64 kbps

B: 576 kbps
	A: 1024 kbps

B: 640 kbps


4 Details of the rate shaping algorithm

The rate shaping in the eNode B was done with a method, which consists of two components. First, the out-going transmission rate was shaped to the desired rate by clocking the packets out at most with the given rate. If the out-going rate was smaller than the incoming rate (i.e. if the uplink grant was larger than the rate to which the traffic should be shaped to), the buffer in the eNode B will start to build up. Second, the buffer was managed with active queue management, which avoids consecutive packet losses.
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Figure 4: Schematic outline of the rate shaping method. The actual traffic shaping method consists of two parts, clocking of out-going data and active queue management (AQM) of the eNode B queue. 
The traffic shaper obtains relevant QoS parameters (in this case GBR/MinBR and MBR) for each bearer. It also receives information on the scheduling decisions, and based on this information, calculates the desired bit rate for each bearer. For example, if the MinBR of the lower priority bearer is 64 kbps and the grant on the air interface is 640 kbps, corresponding to radio condition 2, the desired rate for the high priority bearer is 576 kbps. It then sets the clocking rate of the out-going packets to match the desired rate. For example, if the desired rate is 576 kbps, no packets can be transmitted for 20.8 ms after transmitting a single 1500 byte packet. For simplicity this calculation was executed each TTI, but other implementations are also possible (e.g., based on a token bucket algorithm). 
Note that in all evaluated use cases, it is only necessary to calculate the desired rate for the high priority bearer if the low priority bearer has a predefined MinBR. The desired rate of the low priority bearer (or bearers in use case 1b) can always be set to the MBR. 

If the air-interface rate exceeds the desired rate, the buffers in the eNode B will start to build up. Once a predefined lower limit on the buffer is reached, the active queue management starts to discard packets selectively. There are many possible ways to discard packets, but for wireless environments a Packet Discard Prevention Counter method ‎[5] has been shown to provide good performance. It counts the number of packets (or bytes), and prohibits packet discard if there has not been sufficiently many undropped packets after last packet drop (or bytes). For simplicity, same parameter settings of the queue management were used for all services and radio conditions. The packet dropping was started as soon as there were at least 2 packets in the queue, and every 25th packet was dropped (corresponding to 4% packet loss rate per bearer and only during this phase; note that the overall packet loss rate over the entire UL traffic from all UEs can be expected to be significantly lower). If the buffer size exceeded the maximum allowed buffer size (set to 200 packets), all incoming packets were dropped. However, this limit was never reached in the evaluations.
In addition to queuing packets in the network, the UE also has to have buffers to queue packets which have been delivered by the application, but cannot be served by the current grant. It is expected that handling of the UE buffers is UE implementation dependent, and can have a significant impact on the performance. For simplicity, in order to avoid specifying the UE buffer management discipline in the simulations, it was assumed that the UE has unlimited buffer. 

It is worth emphasizing that the same algorithm and configuration can be used for all use cases and radio conditions.
5 Simulation results

5.1 Use case 1a
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Figure 5: Throughput (left) and packet loss rate (right) for use case 1a. The radio conditions vary from 3 to 1, with rate change every 80 seconds. Thus the first 80 seconds correspond to the best radio conditions (3), between 80 and 160 seconds to the second best radio conditions (2) and finally between 160 and 240 correspond to the worst radio conditions (1).
The throughput and loss rate for use case 1a, averaged over 1 second are shown in Figure 5. As described in section ‎3, each simulation was started with the best radio condition (3, corresponding to 2048 kbps total data rate). The radio condition was changed to worse every 80 seconds. Thus the first 80 seconds correspond to the best radio conditions (3), between 80 and 160 seconds to the second best radio conditions (2, corresponding to 640 kbps total data rate) and finally between 160 and 240 correspond to the worst radio conditions (1, corresponding to 64 kbps total data rate). It can be seen that the data rate remains constant, and that it is only necessary to drop packets to either avoid exceeding the maximum data rate in radio condition 3 (which could also be done by giving the UE a smaller grant) or to shape the high priority bearer to avoid starving the low priority bearer. In all cases the packet drop rates measured during one second are of the order of 1-2%, and in no case there are two consecutive seconds during which packets are dropped. Again note that the overall packet loss rate over the entire UL traffic from all UEs can be expected to be significantly lower.
For TCP based flows the packet dropping only occurs when the TCP data rate exceeds the desired data rate and the buffer size in the eNode B exceeds the minimum dropping threshold. As soon as the transmission data rate is reduced to less than the desired rate, there are no subsequent packet drops. Furthermore, the buffering in the UE will also affect the amount of dropped packets. 

From Figure 5 it can be also seen that the packet drops do not impact on the application performance negatively. The throughput measured during the seconds with packet drops does not differ from the seconds during which the packets are not dropped. This is typical for TCP bulk data transfers that load the end-to-end path beyond the end-to-end pipe capacity (i.e., the bandwidth delay product of the unloaded end-to-end path). 
The adjustment between different radio conditions is also fast. There is no significant difference on the packet loss rate or throughput for the first and subsequent seconds. The TCP slow start impact at the beginning of the simulation is larger that any of the switches. The simulation was also repeated for other switching patters of the radio conditions than 3->2->1, but there was no significant difference.

The results are summarized in Figure 6, which show the data rate and packet loss averaged over the total duration of each radio condition (80 seconds). It can be seen that the obtained data rates match well the expected data rates described in Table 1. The total packet loss rate is well below 1% (actually for the only case where the traffic shaping is really required, radio condition 2, the drop rate is below 0.1%), and cannot be said to significantly reduce the air interface capacity.
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Figure 6: Summary of the drop rate and throughput for different radio conditions. Note that the y-axes differ between Figure 1 and Figure 2.

5.2  Use case 1b

[image: image10.emf]Use case 1b: Two TCP streams
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Figure 7: Throughput (left) and packet loss rate (right) for use case 1b. The radio conditions vary from 3 to 1, with rate change every 80 seconds. Thus the first 80 seconds correspond to the best radio conditions (3), between 80 and 160 seconds to the second best radio conditions (2) and finally between 160 and 240 correspond to the worst radio conditions (1).

The throughput and loss rate for use case 1b, averaged over 1 second are shown in Figure 7. Similarly to the evaluation of the use case 1b, the radio conditions were cycled from 3 -> 2 -> 1 every 80 seconds. As for use case 1a, the data rate remains constant, and that it is only necessary to drop packets to avoid exceeding the maximum data rate in radio condition 3 (which could also be done by giving the UE a smaller grant). These packet drops do not impact on the application performance negatively and the adjustment between different radio conditions is also fast.

For radio conditions 1 and 2, the priority alternation provides (as expected with constant grants) a fair division between the two bearers. It is not necessary to drop packets in the network. However, as described in section ‎4, the UE will need to buffer packets which have been transmitted by the TCP transmitter, but cannot be transmitted over the air due to limited grant.

The results are summarized in Figure 8, which show the data rate and packet loss averaged over the total duration of each radio condition (80 seconds). It can be seen that the obtained data rates match well the expected data rates described in Table 1. The total packet loss rate is well below 1%, and cannot be said to significantly reduce the air interface capacity. Please note that for use case 1b, it would be possible to avoid completely dropping packets in the network if the scheduler would restrict the maximum grant to the sum of the maximum bit rates.
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Figure 8: Summary of the drop rate and throughput for different radio conditions. Note that the y-axes differ between Figure 1 and Figure 2.

5.3 Use case 2

[image: image14.emf]Use case 2: Video + TCP stream
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Figure 9: Throughput (left) and packet loss rate (right) for use case 2. The radio conditions vary from 3 to 1, with rate change every 80 seconds. Thus the first 80 seconds correspond to the best radio conditions (3), between 80 and 160 seconds to the second best radio conditions (2) and finally between 160 and 240 correspond to the worst radio conditions (1).

The throughput and loss rate for use case 2, averaged over 1 second are shown in Figure 9. Similarly to the evaluation of the use case 1, the radio conditions were cycled from 3 -> 2 -> 1 every 80 seconds. The video application data rate was reset to 1024 kbps at the beginning of each radio condition (i.e. at 0, 80 and 160 seconds).

For the best radio condition, the low priority TCP traffic needs to be shaped to the bearer’s MBR. In addition the conversational video service must be shaped down to 64 kbps for the second radio condition. As can be seen from Figure 9, this leads to short period of time, when the video service encounters packet loss rates up to 4%
. The duration of this period is determined by the reaction time of the video service, which consists of 1 second measurement time and the signaling delay from the receiver to the transmitter, and the queue build up during the signaling delay in the UE, as when the video application in the UE exceeds the air interface rate, packets will need to be buffered in the UE. With the assumption of the infinite buffer in the UE, the buffer build up is longer than realistically could be expected for a conversational service. In practice the UE could detect the buffer build up, and either adjust the application rate sooner, or start dropping packets according to the queue management discipline in the UE.
Figure 10 shows a close up of the transition from high data rates (1024 kbps) to the lower data (640 kbps). During this time it is possible that there is some degradation in the quality of the video. However, this degradation is a transient period, after which there are no further packet losses. The real video quality would also depend strongly on the queuing discipline in the UE, and the error concealment capabilities of the video encoding.
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Figure 10: Zoom to the transition from high data rate to a lower rate. The delay in the adaptation of the video source is caused by buffering in the UE.

The results are summarized in Figure 11, which show the data rate and packet loss averaged over the total duration of each radio condition (80 seconds). It can be seen that the obtained data rates match well the expected data rates described in Table 1. The total packet loss rate is well below 1%, and cannot be said to significantly reduce the air interface capacity. However, as the packet losses for radio condition 2 occur at during the transition period, it is possible that there is some degradation of the video quality during this transient period.
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Figure 11: Summary of the drop rate and throughput for different radio conditions. Note that the y-axes differ between Figure 1 and Figure 2.

6 Conclusion

Simulation results for the throughput and packet loss performance of the network centric uplink prioritization method have been presented. 
The simulated throughput closely matches the expected throughput, both for real-time and non-real time services. The minimum bit rate for non-real time services can be supported by shaping the high priority bearers to desired data rates. This shaping can be done with a single configuration of a simple algorithm.
The packet loss rates resulting from the required traffic shaping were observed to be only a fraction of a percentage in the simulations. However, during transitions from higher to a lower data rate initial packet loss rate can be somewhat higher. The impact of this transient packet loss rate on the application depends on the UE behavior and on the application capabilities (such as error concealment method etc).

The results depend strongly on the used assumptions, models and algorithms, and should only be used as a rough indication of the expected performance for the network centric uplink prioritization.

7 References

[1] R2-07xxxx, Summary of the email discussion.
[2] 3GPP TS36.300 “E-UTRA and E-UTRAN; Overall description, Stage 2”, V0.3.1.
[3] Tom Beigbeder et al. “The Effects of Loss and Latency on User Performance in Unreal Tournament 2003”, Proceedings of ACM Network and System Support for Games Workshop (NetGames), Portland, OG, USA, September 2004

[4] R2-063341, “Gaming over HSDPA networks”

[5] Mats Sågfors et al. "Buffer Design For Rate-Varying 3G Wireless Links Supporting TCP Traffic", Proceedings of VTC 2003 Spring; Mats Sågfors et al. "Queue Management for TCP Traffic over 3G Links", Proceedings of WCNC 2003.
[6] R2-070216, “LTE Uplink Priority and Rate Control: A Detailed Solution”, Ericsson, Samsung, NTT DoCoMo
[7] 3GPP TS26.114, “IP Multimedia Subsystem (IMS); Multimedia Telephony; Media handling and interaction”, v.1.2.0

Appendix: Simulation parameters
Queue management:

· Drop threshold : 1400 bytes

· Inter-drop distance : 35 kbytes, corresponding to 25 IP packets for video (resulting in 4% loss rate) and 24 IP packets for TCP.
TCP parameters

· TCP SACK with Limited Transmit

· MSS: 1460 bytes
· Initial window size: 3*MSS

· Maximum congestion window size: 262140 bytes
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� This assumption is strictly speaking against the current SA2 working assumption of having just a single Aggregate Maximum Bit Rate. 


� Note that even though the packet drop rate is at most 4%, the average over individual seconds can exceed 4%.
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