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1 Introduction
This contribution summarizes – in a rather informal manner – a detailed solution for uplink priority and rate control in LTE. This contribution is based on the terminology and the working assumptions proposed in ‎[2].
A performance evaluation of the proposed detailed solution is provided in ‎[5]. 

2 Additional Assumptions (beyond ‎[2])
· Only per UE grants are supported
· The UE serves its RB(s) in strict priority order

· The UE is configured from the eNB with a strict priority order of RBs, e.g., RB1 > RB2 > …

· Example of a default UL priority order: SRBs > certain low load Non-GBR RBs (e.g., for application level signaling (e.g., SIP/SDP, RTSP/SDP, etc.)) > all GBR RBs > all Non-GBR RBs

· The eNB should – given acceptable radio conditions – assign radio resources in such a way (UL grants that are sufficiently large and provided sufficiently frequent) that allows the UE to empty the UL buffers of the GBR RBs at a rate that at least corresponds to the UL-GBR associated with that RB and within configured delay bounds (see “delay budget” in Section 7.12.7 in 23.882 V1.6.0). Some “delta” needs to be added for the SRBs and the ‘certain low load Non-GBR RBs’. The “remainder” of an UL grant – referred to as UL-grant-remainder in the following – is available for the ‘all Non-GBR RBs’.
· In this context we would like to highlight that RAN3 has already agreed that flow control will not be supported on S1 [R3-061625; Section 7.1.6]. Thus, an eNB (like an IP router) will have to implement a queue management function for DL traffic which includes a packet dropping function that is triggered in case of congestion.
3 A Detailed Solution for Priority and Rate Control in Uplink
3.1  “MinBR” per Non-GBR Bearer
· A "MinBR" per Non-GBR as input to an UL/DL scheduler is not needed. A feasible way to provide "MinBRs" for Non-GBRs is through dimensioning and planning, i.e., on a statistical basis; like in other accesses.
· For example, in fixed broadband an aggregation link is usually dimensioned based on so-called over-subscription ratios. The operator measures the peak number of active users (typically Saturday afternoon) and checks to see if each user receives an average bit rate (this, one could call a MinBR) above some target over-subscription ratio. If this is not the case anymore over some time that aggregation link needs to be upgraded, and that's what typically happens. Then same capacity engineering and network planning strategy is used already today to ensure such average bit rates (or “MinBR”) for interactive bearers in 3G. 

· For example, assume an operator has an average Non-GBR capacity of 10 Mb/s and an estimated peak load of 10 active UEs that do ftp download. This results in a “statistical equivalent of MinBR” of 1 MB/s per UE. This can be made more fine-grained by engineering a “statistical equivalent of MinBR” of X MB/s per Label.
· For the implementation of the UL/DL scheduler in an eNB a vendor can chose from a great variety of scheduling algorithms each with various possible input parameters. One could imagine an implementation of an UL/DL scheduler that takes an explicitly configured MinBR as input parameter. However that would be implementation specific and outside the scope of 3GPP. It is unlikely that 3GPP will standardize scheduling algorithms or implementation specific parameters to configure such scheduling algorithms. 

3.2 UL Starvation Avoidance among Non-GBR Bearers
· The issue here is how the UL-grant-remainder can be “partitioned” across the Non-GBR bearers.
· This is the issue for which the sourcing companies of R2-063445 agreed on a corresponding text proposal.
· For this issue one could assume TCP bulk data as a source.
· Only the lowest UL strict priority order can be shared by a group of multiple Non-GBR RBs which in the following is referred to as the Left-Over (LO) RB group (LO-RB group).
· Non-GBR RBs can be configured outside the LO-RB group with the effect that such Non-GBR RBs can potentially starve out RBs of the LO-RB group. Whether Non-GBR RBs may exist outside the LO-RB group is an operator policy decision. 

· To simplify the description it is assumed in the following that all Non-GBR RBs with a lower UL strict priority order than any of the GBR RBs are part of the LO-RB group.
· The UE is configured from the eNB with a strict priority order of RBs (including all RBs outside of the LO-RB group) and the LO-RB group, e.g., RB1 > RB2 > …LO-RBs

· The UE is configured from the eNB with a weight per RB for those RBs in the LO-RB group, e.g., …

· Assume RB-A, RB-B, and RB-C in the LO-RB group then the following weights could be assigned: 1-1-1 (fair sharing), 2-1-1 (RB-A gets 50 percent of the UL-grant-remainder, RB-B and RB-C share the rest in a fair way)

· The UE controls the bandwidth sharing by serving the RBs of the LO-RB group in a round-robin fashion per scheduled TTI, e.g., assume the 2-1-1 pattern from above then …
· TTI k
A>B>C
· TTI k+1
A>B>C
· TTI k+2
B>C>A

· TTI k+3
C>A>B

· TTI k+4
A>B>C
· TTI k+5
A>B>C
· TTI k+6
B>C>A

· TTI k+7
C>A>B

· Etc.

· It may often be sufficient if a re-configuration of the weights of the RBs in the LO-RB group only occurs when a new RB is established or an existing RB is terminated
· The grouping of RBs into the LO-group is pre-configured into the eNB based on the Label associated with each RB

· A RB’s weight (assuming that RB is part of the LO-group) is pre-configured into the eNB based on the Label associated with each RB
3.3 Enforcing UL-AMBR for the Non-GBR Bearers
· The eNB monitors the UL/DL rate received by the aggregate of Non-GBR bearers and dynamically adapts the UL grants (more precisely the UL-grant-remainders) / DL assignments to enforce UL‑AMBR / DL‑AMBR. That way UL congestion on the Non-GBR bearers is “back pressured” into the UEs.
3.4 Enforcing UL-MBR per GBR Bearer
· The eNB performs UL/DL rate policing/shaping based on the MBR per GBR bearer by packet dropping. 
· Typically a GBR bearer will carry a RT source that will not send beyond MBR since it is limited by the codec (unlike TCP which is a greedy source). Thus, in the typical case the enforcing of UL-MBR per GBR Bearer will not cause any dropped packets. This function is more a fallback protection mechanism.
3.5 Avoiding UL Starvation Caused by GBR Bearer with MBR>GBR
· Likely a number of different eNB-based implementation techniques exist to handle this situation. 
· Example 1: Assuming that there is only one GBR bearer with MBR>GBR per UE, that GBR bearer is assigned the lowest priority among the GBR bearers per UE. Then beyond a certain threshold of traffic load in a cell (pre-configured based on operator policy) or in “cell edge” situation, the eNB schedules the given UE(s) only at the sum of the GBRs of all GBR Bearers for a couple of 10 milliseconds. That way UL congestion is created on the GBR bearer with MBR>GBR which is “back pressured” into the UE(s). This in turn will lead to packet drop or explicit rate adaptation in the UE(s) thereby controlling the send rate of the rate-adaptive source running on that GBR bearer. Thus the GBR < “per bearer traffic load” <= MBR can not create UL/DL starvation. Among a given “population” of active UEs it could be argued that only few UEs will have multiple concurrent and active GBR bearers with MBR>GBR. So, this implementation technique should be sufficient in the most common cases.

· Example 2: Beyond a certain threshold of traffic load in a cell (pre-configured based on operator policy) or in “cell edge” situation, the eNB switches to perform UL/DL rate policing/shaping based on the GBR per GBR bearer by packet dropping. This implicitly controls the send rate of rate-adaptive sources running on a GBR SAE bearer. Thus the GBR < “per bearer traffic load” <= MBR can not create UL/DL starvation.  

· Cost / Benefit Analysis for example 2:
· "per UE per RB" UL grants would lead to large L1/L2 overhead in an orthogonal radio access system such as OFDM (padding resulting from too large UL grants), unless the UL buffer status reporting would be very frequent and precise which itself would cause large L1/L2 overhead. It should be noted that this overhead would be present permanently and independent of whether the UE actually has a bearer established with MBR>GBR.

· It is not expected that services that are mapped to bearers with MBR>GBR will be the dominating source of overall traffic load.

· It is not expected that TCP-based services will be mapped to bearers with MBR>GBR ‎[2].

· It is expected that the services mapped to bearers with MBR>GBR will be rate-adaptive RT services such as AMR or streaming video. It is further assumed that once such sources have been “switched down” to sending at a rate that corresponds to GBR, those sources will only rarely attempt to trigger an “up switch”.

· It is not expected that the amount of packets that need to be dropped to trigger a rate “down switch” in such a rate-adaptive source is significant. First, it can be expected that only a small population of UEs will be affected. Second, it will only happen at certain congestion levels, or in “cell edge” scenarios (not permanently). Third, rate-adaptive applications are expected to react rather quickly to a low rate of dropped packets. For the above stated reasons we expect the fraction of dropped packets to be acceptably low. It is justified considering the alternatives: 

· (1) "per UE per RB" UL grants (large and permanent overhead).
· (2) Dynamic flipping the priority order between all RBs with a few extra bits in the UL grant (as originally proposed in R2-062126). This has however been concluded to be too costly in terms of overhead.
· (3) UE controls per bearer UL/DL rate policing (or even shaping) based on packet dropping and based on GBR (higher traffic load in the cell or “cell edge” situation). Ensuring GBR in the UE requires a per RB traffic rate monitoring function in the UE. This bears the risk of more complex UE conformance testing and makes it more difficult for an operator to ensure consistent QoS and policy across different UE vendors / models.
3.6 Dealing with Non-Rate-Adaptive Sources
· The source of a GBR bearer with MBR>GBR must be assumed to be rate-adaptive, i.e., the source sending at a rate corresponding to MBR responds to a certain degree of packet losses by adapting to continue sending at a rate corresponding to GBR ‎[2].
· In case an eNB detects that a source is not rate-adaptive in this way but utilizes a GBR bearer with MBR>GBR the eNB may …

· drop that bearer, or

· lower the UL strict priority of that RB, or

· etc.
4 Conclusion

It is proposed that RAN2 discusses the detailed solution described in this contribution, and agrees on the corresponding text proposals provided in ‎[3] and ‎[4].
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