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1. Introduction
During the previous RAN WG2 meetings in Seoul and Riga there was an agreement that in order to achieve the high data rates provided by the physical layer (i.e. MIMO and 64QAM would increase the peak data rate to 42Mbps), a number of improvements would have to be made on the L2 mechanism. The following improvements were agreed upon:

· RLC AM supports flexible size PDUs (to the granularity of a byte)

· MAC-hs supports segmentation and reassembly

In addition, a simple ARQ mechanism in the MAC-hs was proposed to improve the recovery of HARQ failures.

In this contribution we first provide some analysis on the need for an ARQ mechanism in the Node-B. We also provide some analysis on the operation of a system using the proposed L2 improvements and finally we provide a spec impact analysis.
2. Need for an ARQ mechanism at Node-B
In the following subsections we list different operational aspects of an HSDPA system which are impacted by the presence/absence of an ARQ mechanism at the Node-B.
2.1. Triggering TCP Timeouts

Since the RTO (Retransmission TimeOut) in TCP is dynamically changing based on the RTT experienced by each TCP packet, there is a risk that for very high data rates where low RTTs are experienced, a single RLC retransmission (which requires an RNC to UE RTT for recovery) creates a large variance in the packet RTT and triggers a TCP timeout.
In the context of HSDPA however where HARQ already creates variance in the RTT experienced by TCP packets, we found that under typical TCP RTO settings (initial, min, max and granularity of RTO value), the probability that an RLC retransmission triggers a TCP timeout is very close to zero (i.e. TCP RTOs were not observed in our high data rate simulations).
2.2. Required TCP Receiver window size
In [1] we presented simulation results showing the achievable TCP throughput under different impairments (RLC error rate, RLC recovery delay, RTT). 
We came to the conclusion that with the addition of an ARQ mechanism at the Node-B, the improved RLC recovery delay allows operating at the same TCP throughput with a smaller TCP receiver window size, or inversely, given a fixed TCP receiver window size, a higher TCP throughput was achievable. 

It was found that the improvement provided by the ARQ mechanism in the Node-B was mostly sensitive to the RLC error rate as summarized in the table below:

	
	Operation at 10Mbps
	Operation at 20Mbps
	Operation at 40Mbps

	Achieved HARQ residual error rate: 0.1%
	7%
	12%
	18%

	Achieved HARQ residual error rate: 1%
	25%
	31%
	32%

	Achieved HARQ residual error rate: 2%
	31%
	33%
	35%


Note: the improvement displayed in the table above is taken by comparing the different RLC recovery delays 50 vs 150ms in [1] (it is assumed that with a Node-B ARQ, RLC recovery delays of 50ms can be achieved compared to 150ms with the legacy RLC).
We should note the improvements listed above can also be achieved by over-provisioning the TCP receiver window size. In most cases however, the TCP receiver window size is not under the control of the RAN.
2.3. Cell edge operation
When the results of [1] were presented in RAN2 it was argued that for very high data rates, one would operate the system such that the HARQ residual error rate is 0.01% rather than 0.1 or 1%. The choice of such a low residual error rate is reasonable for UEs in good channel conditions but would not be recommended for UEs at the cell edge where it would be more efficient to operate with a larger residual error rate.

Operating with different grades of service (i.e. residual HARQ error rates) depending on the UE location is beneficial for capacity and is under further investigation at this time.
3. Operation of improved L2
Regardless of whether an ARQ is present in the Node-b or not, the approved L2 improvements on the DL impact several protocols (RLC and MAC) residing in different entities (RNC and Node-B). Given the amount of needed changes we believe that the configuration and operation of the proposed improvement should be carefully evaluated. In this section we list several aspects of operation and configuration to discuss.
3.1. Applicability

The proposed MAC segmentation scheme is in theory also applicable to DCH transport channels however the main goal of the L2 improvements is to operate at the very large data rates that can only be provided by the HS-DSCH transport channel.
The MAC segmentation scheme is applicable to both UM and AM and although the main advantage applies to AM there is no additional complexity to apply it to UM as well.

3.2. Moving in and out of a “L2 improved” RNC-NodeB
UEs supporting this feature may be configured with L2 improved RLC and MAC in certain areas where very high data rates are available. However, when the high data rates are not available all configured RLC entities will need to be re-configured to a regular RLC which will create data interruptions. 
This data interruption is not avoidable for RLC flows which need the high data rate support but it can be avoided for RLC flows which never needed the extra data rate. In case of a VoIP or SRB flow for example, it may be preferable to keep the current RLC configuration and operation (UM or AM mapped to specific priority queues) so that when UEs move out of a “L2 improved” area, those specific data flows are not interrupted by the RLC reconfiguration.
In order to achieve this, it is possible to configure RLC entities and MAC-hs priority queues such that:

· Only RLC entities operating in the “L2 improved” mode can be mapped to a MAC-hs priority queue capable of segmentation

· Other RLC entities can be mapped to regular legacy MAC-hs priority queues without interfering with this process

Further, the configuration of these flows can be performed at L3. Any reconfiguration to a “legacy” RLC AM can be handled with similar procedures as today (single-sided or double-sided re-establishment procedures) and with the same expected impact on retransmission and latency.

The proposed mode of operation is illustrated below:
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Figure 2: Operation of proposed scheme (vivid green)
3.3. Other improvements
In addition to the main L2 improvements, it was proposed that MAC-d PDUs from different logical channels could be multiplexed into the same MAC-hs PDU and TSNs would be given per logical channel.
This approach is interesting because NodeB schedulers would now be able multiplex PDUs without restrictions. The cost of this approach is that UEs would now have to maintain reordering queues per logical channel (since there is one TSN per logical channel). 
· The memory cost of this change is not very large since in the current HSDPA system 8 MAC-d flows can exist in parallel to compare with a maximum of 16 logical channels (factor 2 in terms of memory).

· The CPU cost of this change is larger because UEs would now need to be provisioned to execute the reordering functions up to 16 times per TTI (since up to 16 logical channels can be configured). This factor 16 is more significant but can easily be mitigated if it is mandated that NodeBs cannot multiplex more than a specified number of logical channels together.
3.4. Transport block sizes

The current transport block set size defined for the HS-DSCH can be generated by using the formula described in subclause 9.2.3.1 of [2] and is a bit-aligned logarithmic distribution which minimizes the padding under the assumption that incoming packets have uniformly distributed sizes. 

This assumption is not quite true for the existing RLC AM and UM as MAC-hs packet sizes will usually be integer multiples of the configured RLC PDU size (+ MAC-d and MAC-hs headers). With the improved L2 that is likely to be used in conjunction with HOM and MIMO however, MAC-hs PDU will probably be byte aligned and may be segments of the MAC-d PDUs. As a result, the original HSDPA assumption of uniformly distributed incoming packet sizes is more likely to be verified with the notable difference of the byte alignment.

Since the transport block size set needs to be extended to support MIMO and HOM, RAN2 could use the opportunity to re-define the set of transport block sizes for the HS-DSCH. We should however note that the average padding generated by the current TBS set is about 1% and thus simply extending the sizes to support the higher payloads is also a possible way forward.
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