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1 Introduction

Proposals for transmitting BCH information on-demand was discussed in [1,2,3,4].

This document presents some detail of the potential SIB grouping and repetition periods.

This document also aims to provide analysis on the gains of the on-demand proposal when compared to the normal periodic scheme.

2 SIB Grouping
As discussed in [5], it is useful to group the SIBs in a small number of big blocks:

· Better coding gain with big blocks

· Less occasions to wake up for UEs, hence better battery life

· Less scheduling information to send on P-BCH where capacity is very scarce

In order to improve efficiency of the on-demand scheme, SIBs also have to be grouped according to the procedures that require them. This limits the number of RACH SIB group requests for a given procedure.

We could have the following groups in this respect:

· Call Setup, including some mobility parameters for RRC_Connected state
· Measurement related parameters in RRC_Idle state
· Non service Related and Non Vital Information + MBMS Related information

· LCS related information

The definition of repetition period for the SIB groups:

· “Normal” period is defined as the repetition period if the on demand scheme was not available

· “Maximum” period is defined as the repetition period of the automatic transmission when the on demand scheme is available, i.e. repetition period of the periodic part
NOTE: Of course the repetition period of a particular SIB group cannot be smaller than the transmission time of this SIB group. In small bandwidth cells, we might be limited by this factor and the “normal” repetition period might have to be increased to a larger value.
For the normal period figures in the following table, the point is to trigger feedback from other companies, as the normal period is the repetition period in case the on-demand scheme is not implemented or activated. 

Also, as LTE will be a low latency system, is it the assumption of the group that SIB repetition periods will in general be shorter than in UMTS or not?

Below is a proposition of SIB group repetition periods:

	System information for flexible BCH
	Normal repetition period
	Maximum repetition period

	Always-On SIB group:
· RACH Parameters

· Dynamic Persistence and UL Interference (if needed)

· Paging parameters
	~50 ms
	N/A

	On/off SIB group 1:
· All parameters not present in P-BCH (e.g. some L1 parameters)

· Power control parameters

· Any timer values needed for operating in the cell and in the network

· Some Measurement parameters for RRC_Connected state
	~50-100ms
	~1s

	On/off SIB Group 2:
· Measurement Related parameters for RRC_Idle state
	~300ms
	~3s

	On/off SIB Group 3:

· Non Service Related

· Non Vital information

· MBMS Related information
	~100ms
	~1s

	On/off SIB Group 4:
· LCS Related Information
	~10s
	~2min


3 Efficiency of on-demand BCH

Efficiency of the on-demand scheme depends on the number requested BCH transmission. If the number of requested BCH transmission exceeds the “normal” periodic BCH transmission case, then this scheme cannot be considered efficient.
Methods to increase the efficiency of the on-demand mechanism are discussed in more detail in documents [2,3,4].

In general, it is assumed that the UE may request SIB groups for the following scenarios:

· Cell (re)selection

· Handover (FFS)
· TA update

· Call setup

· LCS procedures

· MBMS procedures

· etc

In the following efficiency analysis, it is assumed that the majority of SIB group requests are generated due to mobility cases, e.g. handover, cell reselection and TA updates, and these are analysed further. The other cases are considered to be less frequent, and therefore will not have a significant impact to the analysis result.
This is mainly because it is assumed that UEs stores the received SIBs in memory.
For the call setup trigger, a UE would only need to request SIBs if it wants to make a call and does not have the latest SIB because either:

· UE has just arrived in the cell

· UE has missed paging message indicating BCCH modification

The likelihood of these scenarios, compared with e.g. cell (re)selection and TA updates, is relatively small.
3.1. Considerations

The following items need to be considered to estimate the efficiency of the on-demand scheme:

· Traffic model: RRC_Idle UEs, RRC_Connected UEs
· Time spent in a cell: UE speed, cell size
· Cell bandwidth and morphology: large or small, rural or dense urban
· “Normal” repetition rates: slow, fast
· UE stores SIB in memory: yes
· Same SIBs in neighbour cells: yes/no
3.2. SIB group request due to handover

During handover, the source eNB may send information contained in SIBs of the target eNB, e.g. measurement-related information, via dedicated signalling to the UE. However, in some cases, e.g. if the handover load is high, it may be beneficial for the UE to receive this information directly from the target cell system information (FFS).
In this case, UEs would request SIB group 1 (call setup + measurement parameters for RRC_Connected).
The “normal” repetition period of this SIB groups must be small enough to ensure that the HO latency requirement is met. If we assume that the UE must receive the SIBs of the target cell within 50ms of HO RACH access, this means that the “normal” repetition interval must be in the order of 50ms.

Objective: estimate the number of SIB group requests due to handover by estimating the rate of handover

The document [7] calculates that for a 10 MHz cell, up to 7000 UEs may be supported during the busy hour and that about 70 RACH accesses per second are due to handovers. Scaling this down for a 5 MHz cell bandwidth, this means that about 38 RACH accesses per second are due to handovers.
For the on-demand scheme, the probability that the SIB group is not requested need to be considered as this reduces the total number of SIB group transmissions. This is calculated using Poissonian distribution.
Gain for on-demand scheme for cell with 5 MHz bandwidth:

Total number of handovers per second = 38
 “Normal” repetition period = 50ms

On-demand SIB request period = 50ms

Expected number of UEs that arrive in 50ms, ( = 0.05 * 38 = 1.9
Probability of no UEs arriving in 50ms = e-( = 0.15
Gain of on-demand scheme compared with “normal” periodic scheme = 15%

The gain of the on-demand scheme in this case is highly dependent on the latency requirement. If the “normal” repetition period and the on-demand SIB request period is reduced to 40ms, then the gain becomes about 22%.

Conclusion:

The gain of the on-demand scheme is about 15%. However, this is highly dependent on the HO latency requirement. 
3.3. SIB group request due to idle mobility

One case of SIB group request could be due to idle UE arriving in a cell where it does not have the most up-to-date SIBs. The scenario considered is the case when UE arrives in the cell and wants to remain in RRC_Idle. This is termed “idle mobility”. 
For this case, UEs would request SIB group 2 (measurement parameters for RRC_Idle).
Additionally, UEs may not need to read SIB group 2 in the new cell if:

· UE is not in RRC_Idle state
· SIBs in the new cell is the same as SIBs in the previous cell
· UE has stored the SIBs of this cell during a previous visit and has returned to this cell and found that SIBs have not changed
Objective: estimate the number of SIB group requests due to idle mobility by estimating the rate of cell changes
3.3.1. High capacity cell scenario

The traffic model in [6] assumes that a UE has one handover every 20s. Assuming the number of cell changes for active and idle UEs are the same, this figure also indicates the idle mobility rate. 
For the purpose of this analysis, it is assumed the traffic model and cell loading applies for a dense urban cell during the busy hour.

Cell change rate for dense urban 10MHz cell with 7000 UEs:

Rate of cell change per UE per minute = 3 (one cell change per 20s)
Total number of UEs = 7000 [7]

Total number of active UEs = 750 [7]

Total number of idle UEs = 6250

Total number of idle UE cell changes per second = 312.5
This is a very high level of cell change and therefore there is minimal gain in enabling the on-demand scheme.
Conclusion for high capacity cell:

For the idle mobility case during busy hour, there is minimal benefit to enable the on-demand scheme
3.3.2. Low capacity cell scenario
If up to 7000 UEs may be supported during the busy hour in a 10MHz cell [7], for a 1.25 MHz cell, it may be assumed that up to ~900 UEs may be supported during the busy hour.
It is assumed that the low capacity rural cell would have a much larger coverage compared with the high capacity dense urban cell. Due to this larger cell size, the mobility scenario will also be very different in both cases. In this section, a mobility scenario is derived for the rural cell case.
From [7], the number of active UEs in a 1.25 MHz cell is approximately 100 and therefore the number of idle UEs is ~800.

Cell change rate for rural cell with 1.25 MHz bandwidth with 900 UEs:
Mix of stationary 20%, pedestrian (3 km/h) 30% and vehicular (60 km/h) 50% UEs
Total number of idle UEs = 800

Cell size 5 km, rural for coverage only
Number of cell changes per hour per UE = (3/5)*0.3 + (60/5)*0.5 = 6.2

Total number of cell changes per second = 6.2*800/3600 = 1.4
Gain for on-demand scheme for rural cell with 1.25 MHz bandwidth with 900 UEs:

“Normal” repetition period = 300ms

On-demand SIB request period = 300ms

Expected number of UEs that arrive in 300ms, ( = 0.3 * 1.4 = 0.42

Probability of no UEs arriving in 300ms = e-( = 0.66
Gain of on-demand scheme compared with “normal” periodic scheme = 66%

Furthermore, some of the UEs may already have the SIBs stored and will not have to request them again. This means that the gain of the on-demand scheme would be larger.
The potential RACH loading for a cell with 1000 UEs from [7] is 14.3 RACH accesses per second. The on-demand proposal may generate an additional 1.4 RACH accesses per second, i.e. an additional 10%.
Conclusion #1 for low capacity cell:

For the idle mobility case during busy hour, the gain for on-demand scheme may be ~66% or higher for 1.25 MHz bandwidth cell.
The additional RACH loading due to SIB group requests may be ~10% or less.

Gain for on-demand scheme for non-busy hour:
If traffic during non-busy hour is assumed to be 20% of traffic during busy hour, the number of cell changes would scale down to approximately 1 every 3.5s.

If on-demand SIBs can be requested every 300ms, then on average, the number of SIB requests/transmissions would be 1 every 3.5s. If the “normal” periodic transmission is every 300ms, then the gain of the on-demand scheme is ~90%.
Conclusion #2 for low capacity cell:

For the idle mobility case during non-busy hour, the gain for on-demand scheme may be up to ~90%.
3.4. SIB group request due to TA update

SIB group requests could also be triggered by UEs performing TA updates after successfully camping on a new cell where it does not have the latest SIBs required to perform a TA update.

SIB group requests due to TA update is not considered as a subset of the idle mobility case in the previous section. This is because UEs performing TA updates would request SIB group 1 (call setup + measurement parameters for RRC_Connected).
Objective: estimate the number of SIB group requests due to TA updates by estimating the TA update rate per cell
3.4.1. High capacity cell scenario

Gain for on-demand scheme for 10 MHz cell:

Total number of TA updates per second = 12 [7]
“Normal” repetition period = 50ms

On-demand SIB request period = 50ms

Expected number of UEs that arrive in 50ms, ( = 0.05 * 12 = 0.6

Probability of no UEs arriving in 50ms = e-( = 0.55
Gain of on-demand scheme compared with “normal” periodic scheme = 55%

The potential RACH loading is an additional (1 – 0.55) * 12 = 5.4 RACH accesses per second, which is ~5% of the RACH loading calculated in [7]. If the combined SIB group request + RACH access procedure defined in [1,2,4] is used, no additional RACH accesses will be needed.
Conclusion for high capacity cell:

For the TA update case during busy hour, the gain of the on-demand scheme is around 55% and possibly more.
The additional RACH loading due to SIB group requests may be ~5% or less if separate RACH accesses is required to request SIB group and to perform initial access.

Conclusion for low capacity cell:

For the TA update case, the gain of the on-demand scheme will be much larger than for the high capacity cell.

4 Conclusions

We have provided efficiency analysis for the on-demand system information scheme.
In general, the scheme is more efficient when the cell loading is low. However, gains can be seen for fully loaded cell scenarios in 
the following cases:

· low capacity cells, e.g. 1.25 MHz bandwidth cells.

· 
· high capacity and low capacity cells for TA update case

· cells with 5 MHz or smaller bandwidth for handover case

We would like to highlight that the efficiency of the scheme for low capacity cells is the most significant case, since this is where the gain is largest. Furthermore, the low capacity cell scenario is where the flexible BCH overhead is most problematic.
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