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1. Introduction
During the previous RAN WG2 meetings in Seoul there was an agreement that in order to achieve the high data rates provided by the physical layer (i.e. MIMO and 64QAM would increase the peak data rate to 42Mbps), a number of improvements would have to be made on the L2 mechanism. The following improvements were agreed upon:

· RLC AM supports flexible size PDUs (to the granularity of a byte)

· MAC-hs supports segmentation and reassembly

In addition, a simple ARQ mechanism in the MAC-hs was proposed to improve the recovery of HARQ failures.
In this contribution we provide simulation results corroborating that adding an ARQ mechanism in MAC-hs provide significant gains when high speeds need to be achieved.
2. Discussion

In the following subsections we will provide a brief summary of the proposed mechanism and simulation results for a single link operating at 10, 20 or 40Mbps. 
2.1. Improved RLC-MAC
The mechanism that is proposed has been described in [1] and is summarized here. It consists of the following changes:

· RLC transmitter creates one RLC PDU adapted to the each incoming RLC SDU and forwards it to the Node-B

· MAC-hs transmitter concatenates small incoming MAC-d PDUs together (as today) and can potentially segment MAC-d PDUs which are too large to fit in a single MAC-hs PDU

· MAC-hs receiver reassembles reorders incoming PDUs (as today) and can potentially request a retransmission for a missing MAC-hs PDU. 

· A retransmission timer can be added to allow MAC-hs receiver to request for a MAC-hs retransmission: HSUPA’s SI packet format can be re-used for that purpose.

· MAC-hs receiver reassembles re-ordered packets and forwards them to their respective RLC entities

· RLC receiver does not need to reassemble, incoming SDUs are forwarded to higher layers and missing PDUs are requested through existing mechanisms (RLC Nacks).


The changes which have been agreed (support for flexible size and MAC-hs segmentation and reassembly) will allow a single RLC entity to operate at much higher data rates than are allowed when using today’s RLC.
However if the RLC retransmission mechanism doesn’t include the underlined mechanism described above, the recovery time experienced by RLC will not improve compared to the existing RLC. 
2.2. TCP for very high data rate

TCP relies on the same sliding window protocol principles as RLC and thus, in order to completely utilize the physical layer bandwidth, need to satisfy the classical bandwidth delay product inequality as follows:
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Where

· Window(Bytes) is the TCP receive window size

· RTT(s) is the round trip time between both TCP end points (Server and UE in our case).

· BW(Bytes/s) is the bandwidth provided by the physical layer

This inequality is saying that in order to utilize the bandwidth provided by the physical layer, either the window needs to be large enough or the RTT needs to be small enough. In the table below we have derived the required window size for different assumptions of bandwidth and RTT for the evolution of HSPA:

	RTT \ BW
	10 Mbps
	20 Mbps
	40 Mbps

	50ms
	62.5 KBytes
	125 KBytes
	250 KBytes

	200ms
	250 KBytes
	500 KBytes
	1 MBytes


In the following section providing simulation results, we have ensured that the bandwidth delay product is always satisfied.

3. Simulation Results

In this section we introduce the simulation setup and results.
3.1. Simulation Setup

The simulation setup presented here is a simple link between a server and a UE:
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Where: 
· The DL is a fixed bandwidth link operating at the pre-defined physical layer data rate

· The “error and recovery entity” generates random error events at a pre-defined error rate (HARQ Error) and tags specific IP packets for recovery. The recovery part assumes it takes a pre-defined delay to recover the lost packet (L2 Recovery Delay). Before the packet is recovered, no other packets are transmitted to the upper layer in order to maintain in-sequence delivery.

· The UL is an infinite bandwidth link with no errors

The purpose of the simulation is to show the expected throughput degradation due to an increasing L2 recovery delay (X – axis).
The “TCP Ideal throughput” result provides the expected throughput if the residual HARQ error rate was 0.

3.2. Simulation Results
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[image: image5.emf]PHY Rate = 20 Mbps, TCP RTT = 200 ms
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 [image: image6.emf]PHY Rate = 20 Mbps, TCP RTT = 50ms
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[image: image7.emf]PHY Rate = 40 Mbps, TCP RTT = 200ms

0

5000000

10000000

15000000

20000000

25000000

30000000

35000000

40000000

25 50 100 150

L2 Recovery Delay (ms)

TCP Throughput (bits/sec)

TCP Ideal Throughput

HARQ Error=0.1%

HARQ Error=1%

HARQ Error=2%

 [image: image8.emf]PHY Rate = 40 Mbps, TCP RTT = 50ms
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In all the results shown above the residual HARQ error rate (HARQ Error parameter) ranged from 0.1 to 2%. We see that even with such small values, the system is severely impacted by larger L2 recovery delays. 
Although the degradation is not as severe for the 200ms RTT case, one must not forget that the required receive window size is 4 times as large (as shown in section 2.2) which makes it less practical to achieve since a minimum window scaling of 4 would be required to reach 10Mbps.

4. Conclusion
In this contribution we have provided a simple analysis showing that enabling RLC to reach very high data rates requires two necessary conditions to be satisfied:
· The RLC bandwidth delay product issue must be solved

· This first condition is addressed by allowing RLC to generate flexible size PDUs and performing segmentation/reassembly in the MAC-hs entity
· The recovery for residual HARQ errors must be faster than with today’s mechanism

· This second condition is addressed by performing retransmissions at the MAC-hs level (residing in the Node-B) instead of letting RLC (residing in the RNC) perform retransmissions as today.
· RLC can still perform retransmissions on entire SDUs in the case of node-B repointing.
5. References

[1] R2-062955
“RLC Improvements”, Qualcomm Europe





















1
1

_1223724188.unknown

