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1. Introduction

At the last RAN3 meeting a text proposal for the RAN3 internal TR [1] in [2] describing user plane architectures for content synchronisation has been agreed to be included under a section heading 6.19.2.5 Content Synchronisation .
During the discussions of the alternatives questions about the nature of time stamps and the details of the envisaged SYNC protocols used for synchronisation have been raised. 
The following open issues are listed in the TR.

· Nature of timing information (e.g. provided in time stamps). Absolute time or time derived from radio frame timing?

· Details of the SYNC protocol. How to indicate the transmission timing on SYNC protocol, e.g. packet by packet or only first packet of MBMS data flow?

· Impact of packet loss on SFN operation in the different alternatives?

· Handling of packet loss on S1 or ‘Gmb’ to minimise impact on SFN operation?

· Details of means for consistent PHY configuration?

· Details of means for consistent RLC/MAC configuration?

· How to decide transmission timing between MBMS services, e.g. dynamic or pre-configured?


· PDCP layer for eMBMS needed?

· Does the synchronization method, especially regarding the use of the “time stamp” allow both static (pre-configured) and flexible scheduling of the transmission
This document addresses the open issues highlighted in green and provides some details on the SYNC protocols envisaged for the different architectural alternatives. Special emphasize is put on the description on a SYNC protocol for SAE Bearer Level L2 Content Synchronisation, which is the Alcatel preferred architecture. This SYC protocol does not require to introduce an intermediate radio interface protocol layer terminated in the CN performing additional segmentation/concatenation. 
2. Discussion 

2.1. Scheduling and Time Stamping – Some basic observations
For content synchronisation it is important, that content data for a eMBMS service are scheduled to be transmitted in the involved cells at identical times. For this it is necessary that timing information is allocated to packets arriving at the entity distributing the service data to the different eNodeBs. For this time stamps can be used. These time stamps shall indicate the time at which the processing of a packet for air interface transmission shall start. The nature of this starting time can be very different depending on the synchronisation scheme. For example it can refer to a radio frame used for the transmission of the service, it can refer to a scheduling interval, it can indicate that the transmission should start with the first transmission opportunity at or after the indicated time or provide an exact timing information, it can indicate an time at which the packet shall be delivered to RLC layer. 
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Figure 1 : Concatenation/Segmentation and Time Stamping
The figure 1 illustrates the model for scheduling used in this document. A central content scheduler
 schedules SAE Bearer PDUs to be carried in air interface outbound packets at identical times in the different eNodeBs. The outbound packets
 are ‘transmitted’ during a scheduling instant or scheduling interval characterised by a ‘time stamp’.  The fact that in the figure SAE Bearer PDUs are 0.5 or 1.5 the size of the outbound size, is only for drawing reasons. 
Case a) represents the unloaded case, in which actually no SAE Bearer PDUs are received or outbound packets are scheduled. The empty rectangles represent packet which could be send or respectively SAE Bearer PDUs arriving with the maximum permissible rate such that no queuing delay longer than a scheduling interval will occur. 

The dashed lines indicate in the lower half of the figure the scheduling intervals and in the upper half the relation of SAE Bearer PDUsto a scheduling interval. On the right hand side it can be seen that in case of bursts of SAE Bearer PDUs, the packets are allocated to later scheduling intervals compared to the unloaded case. They are delayed.
In case of low load (see b) content arrival rate <= service rate) for each scheduling interval at most one input packet is available. In this case often no or not completely filled outbound packet are transmitted. The allocation of time stamps to the SAE Bearer PDUs to determine the outbound packets for transmission would be a straight forward function of the arrival time. E.g. arrival time + maximum transfer delay on S1.
If several packets arrive during a scheduling interval (case c) arrival rate > service rate), these packets have to be scheduled together (i.e. have a common time stamp or a concatenated).  The allocation of time stamps to the SAE Bearer PDUs to determine the outbound packets for transmission is still a straight forward function of the arrival time. However in this case several packets get the same ‘time stamp’ allocated such that additional information is necessary to determine in which sequence these packets have to be ‘concatenated’.

d) Illustrates the case that during scheduling intervals temporarily more data arrive than can be carried in outbound packets. Subsequent packets cannot be scheduled immediately, but have to wait until previous packets have been scheduled. Such a sequence of input packets is representing a burst of data. In this case the allocation of time stamps to the SAE Bearer PDUs to determine the outbound packets for transmission is in general not a straight forward function of the arrival time. For example some packets might be transmitted during two scheduling intervals or have to wait behind other PDUs. A natural way to allocate a time stamp to a packet transmitted during two or more scheduling intervals would be to indicate the first scheduling interval allocated for the transmission. Extending this approach to indicate the transmission time for a burst of packets, which have to be transmitted ‘back to back’ or concatenated during subsequent scheduling intervals, is using a ‘time stamp’ for the first transmission of this burst of packets and by some additional information in which sequence these packets have to be concatenated.

In the following we denote with use the term concatenation to describe the case that different input packets get the same time stamp is allocated.

For content synchronisation it is required that the different eNodeBs apply for the same SAE Bearer PDUs exactly the same concatenation/segmentation. To guarantee this the safest way is to explicitly mark in the central distribution entity the packets to be concatenated / segmented. In approaches in which a central distribution entity performs concatenation/segmentation this marking is implicitly provided in the generated packets.

For a central CN entity it is desirable to avoid functions providing buffering of packets and concatenation/segmentation. An algorithm to provide such a marking without buffering is based on the condition below.
A condition allowing to determine for a given sequence of incoming packets if they have to be concatenated or not.

As illustrated in the figure 1 a concatenation/segmentation algorithm in a scheduler will only concatenate a subsequent packet with a previous packet, if the previous packet is not completely scheduled before the subsequent packets arrives. 

Assuming that the scheduling occurs periodically with a inter scheduling time 
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The packets 
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Summary: 

There are two reasons for concatenation of subsequent packets with previous packets. 

· More than one packet arrive during two scheduling instances (i.e. the rate of arriving packets is higher than the rate of transmitted packets). 

· Previous packets are still not ‘completely’ transmitted. I.e. the arrival bit rate is higher than the service bit rate (i.e. the number of bit which can be scheduled per second.

For packets which are concatenated with other packets, the best characterisation of the transmission time is the start of the transmission of the ‘burst’ of packets which are concatenated. 
2.2. Central Content Scheduling on Transport Block Level

The scheduler schedules on the level of transport blocks. In this solution the SAE Bearer Level PDUs are transformed in the central eUTRAN eMBMS entity by RLC layer segmentation/concatenation into transport blocks fitting exactly into one radio frame. The transport blocks are scheduled by a MAC for a specific radio frame. With respect to the figure 1 this means that the ‘air interface scheduler’ is very simple just buffering the transport blocks until the radio frame (or TTI) indicated by the time stamp is reached. All the segmentation/concatenation is done in the central entity. The ‘central content scheduler’, in this case represented by the MAC, processes the SAE Bearer PDUs with a rate determined by the air interface. RLC therefore buffer SAE Bearer PDUs belonging to a burst. 
This yields the architecture as shown in figure 2 User Plane Architecture for L2 Content Synchronisation on Transport Channel Level taken from [1].
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Figure 2 : User Plane Architecture for L2 Content Synchronisation on Transport Channel Level
 

2.3. Central Content Scheduling on Scheduling Interval Level (m-Seq. PDU Level)

This approach shall allow for some transparency of physical layer details.
The central content scheduler schedules on the level of scheduling intervals. The concept of scheduling interval denotes the idea that the scheduling is determined by a predefined periodic allocation of radio frames for the transmission of services. During such an interval a well known amount of data can be transmitted. 
Example: For a 250 kbit/s service a scheduling interval of 200 ms (200 ms correspond to 200 radio frames) could be realised in different ways by allocating 10 radio frames within this interval for transmission. Here are two examples for such an example.: 
· Frame 1 to 10 are allocated to the service. Each carrying 5000 bits 
· Frame 1 to 5 and frame 100 to 104 are allocated for transmission. The others not.  
The central content scheduler is just aware how many data can be transmitted during a scheduling interval. It does not know how many transport blocks are transmitted during a scheduling interval and at which times during a scheduling interval radio frames are allocated to the transmission. It does schedule m-Seg. PDUs obtained by concatenation and segmentation of SAE Bearer PDUs by the m-Seg. Layer. The size of the m-Seg. PDUs is such that it can be transmitted during a single scheduling interval. A m-Seg. PDU is transmitted together with a time stamp indicating the scheduling interval for transmission. Of course within all the eNodeBs a certain scheduling interval starts at the same time i.e. the scheduling intervals are synchronised.
With reference to figure 1 the air interface scheduler is represented by RLC/MAC. The additional segmentation/concatenation to map m-Seg. PDUs to transport blocks is performed by RLC and the allocation of the radio frames to the transport blocks within the scheduling interval is provided by MAC. 
This yields the architecture as shown in figure 3 The proposed protocol stack for the MBMS U-plane multi-cell transmission taken from  [1]. 
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Figure 3: The proposed protocol stack for the MBMS U-plane multi-cell transmission 

The advantage of this proposal is that it allows that the central content distribution entity does not need to no radio specifics like transport block size, detailed scheduling of radio frames, … to a certain degree. This is a prerequisite to allocate a central content distribution entity to a CN node, which should be by definition agnostic to details of the radio interface.

A disadvantage of this scheme is that it performs segmentation/concatenation at two layers. Also a new radio interface protocol layer m-Sgm has to be introduced.

2.4. Central Content scheduling on SAE Bearer PDU Level

Referring to figure 1 in this approach the central content scheduler schedules SAE Bearer PDUs by means of time stamps indicating when the SAE Bearer PDUs shall be delivered to the RLC layer. This approach tries to avoid the drawbacks of the Central Content Scheduling on Scheduling Interval Level (m-Seq. PDU Level) which are mainly the introduction of a new m-Sgm layer with its related buffering demands. 
2.4.1. The straight forward RLC level time stamp approach

In the LTE user plane architecture for unicast concatenation/segmentation of SAE Bearer PDUs is performed in the eNodeBs. When applying this scheme to SFN operation without countermeasures it has to be ensured that a SAE PDU is delivered to the RLC layers in the different eNodeBs at the same time. If this is not the case than the following may happen: Assume that in one eNodeB a subsequent SAE Bearer PDU is delivered to RLC before the previous packets are completely processes. In another eNodeB the same SAE Bearer PDU is delivered to RLC a little bit later, such that the previous packets are already completely processed. In this situation it might happen that in the first eNodeB the SAE Bearer PDU is concatenated with the previous PDU, whereas it is not concatenated in the other eNodeB. In this case we have violated the content synchronization requirement.

To solve this issue a straight forward approach is to provide every SAE Bearer PDU in mUPE with a time stamp indicating when it shall be delivered to RLC. Of course the time stamp should also take into account the maximum transfer delay assumed on S1 such that the SAE Bearer PDUs should be available at all the eNodeB at the time indicated by the time stamp. Assuming that all the RLC/MACs in the different eNodeBs are configured such that identical traffic handling is guaranteed the same segmentation/concatenation by RLC/MAC should result. 
A generalization of the scheme is that a group of SAE Bearer PDUs are allocated the same time stamp, such that they are delivered together to the RLC/MAC.  This can be necessary if the time stamp granularity is not fine enough to be able to distinguish SAE Bearer PDUs arriving very close in time. 
One issue with this approach is, that if SAE Bearer PDUs are lost or extensively delayed on one S1 interface and on the other S1 interfaces not, that then the internal RLC buffer states are no longer synchronized between the eNodeBs which results in the violation of the content synchronization requirement. Of course it can be assumed that after some time (e.g. after a longer gap between SAE bearer PDUs after a burst has finished) there will be a state were in all the eNodeBs all the SAE Bearer PDUs are transmitted; i.e. the RLC buffers are empty. Then for a new SAE Bearer PDU arriving at the different eNodeBs synchronism is regained. Provided that the traffic capacity on the air interface is higher than the maximum bit rate it is guaranteed that such gap allowing for resynchronization will occur. The only issue is that is might take some time e.g. seconds until these gaps occur. 
If it is required that the SAE Bearer Level Content synchronization is more robust against packet losses some additional measures have to be provided.

Such measures are grouping of packets and introducing a sequence numbering based on bit or byte counts allowing reconstructing the amount of data carried in lost packets. This shall allow providing the RLC with dummy data such that the impact of lost data on SFN transmission can be limited. The principle should be that only radio frames not carrying any dummy data are transmitted. 
2.4.2. RLC Level time stamp approach with virtual concatenation 

If it cannot be ensured that the probability of packet losses on S1 interface is very low some additional measures have to be taken compared to the approach taken in 2.4.1.

The semantic of the RLC level time stamp is changed such that it not only indicates the time at which a SAE Bearer PDU is delivered to the RLC layer, but also implicitly forces the RLC/MAC layer to flush all data from previous packets which might be still being in transmission. This guarantees that every new time stamp enforces resynchronization of RLC/MAC processing in the different eNodeBs. Since a new time stamp in this approach enforces flushing of previous SAE Bearer PDU data, it has to be ensured that normally at the time indicated by such a time stamp the transmission of previous PDUs has finished. This implies that the mUPE has to use some knowledge about the QoS requirements (like maximum bit rate and maximum transfer delay) to calculate virtual finishing times of packets. 

The approach is described in more detail below.
To allow to recover from losses of SAE Bearer PDUs the pure RLC level time stamp concept is enhanced by linking the different SAE Bearer PDUs of a ‘burst’ together such that it is possible to reconstruct the amount of lost data and to provide dummy data to the RLC such that the concatenation/segmentation process does not get desynchronized. Radio frames which would transmit such dummy data would be muted. Using the algorithm described below it is ensured in normal case that a RLC level time stamp denotes a point in time, where the processing of previous PDUs has been finished. If, in an abnormal case, at the time indicated by a time stamp still previous PDUs are being in transmission, than the previous PDUs are immediately flushed such enforcing that the new SAE Bearer PDUs are processed as if the processing of previous PDUs has been finished.

In this approach the sequence of SAE Bearer PDUs  is marked in a way that the RLC in every eNodeB knows exactly which SAE Bearer PDUs are to be concatenated. The proposal is to apply the well known TCP sequence numbering scheme counting bytes which have been transmitted since initialization. A sequence number in a packet indicates the sequence number of the first byte carried in the packet. Knowing the size of received PDUs and the respective sequence numbers it is straight forward to calculate the amount of lost data. The time stamps are indicating at which time a SAE Bearer PDU is delivered to RLC or at which time the delivery of a sequence of concatenated SAE Bearer PDUs is started.  RLC is responsible for segmentation/concatenation towards transport blocks like in the Central Content Scheduling on Scheduling Interval Level (m-Seq. PDU Level) approach. In contrast to this scheme SAE Bearer PDUs are only indicated to belong together i.e. they are virtually concatenated and not really concatenated/segmented into new PDUs.
This marking is based on some knowledge how long the transmission of SAE Bearer PDUs will take. This knowledge is represented by a MSR and 
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 (for definitions compare section 2.1.).
MSR can be obtained e.g. by MSR=GBR=MBR. 
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can be obtained either by 
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being a part of the traffic handling description represented by a QoS label or obtained by some maximum transmission delay allowed to an eNodeB. (If 
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>such an maximum transmission delay. Required transmission delay could not always be achieved!). Alternatively it can be provided as in the Central Content Scheduling on Scheduling Interval Level (m-Seq. PDU Level).
To ensure that the eNodeBs gets the content data in time for transmission, it is important that also eNodeB knows the values for MSR and 
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 the mUPE uses. The eNodeB shall not exceed the MSR in average during 
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The principles of this approach are depicted in figure 4.
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Figure 4: Virtual concatenation of SAE bearer PDUs in mUPE 
For a burst consisting of SAE bearer PDUs (packets P0-P2) Tcompl values are calculated in the mUPE based on the individual arrival times T(n)rx. A new timestamp T1(tx) is allocated to packet P0. The byte count starts for this packet with its initial value. The decision, whether the following packets are allocated with the same or a new timestamp is based on Tcompl values. In Figure 4 it is shown that the Tcompl (1) time for packet P0 is larger than the arrival time T2(rx) of packet P1. In this case a virtual concatenation is possible, consequently the packet P1 receives also the T1(tx) value. The same applies to the packet P2. As the Tcompl (3) value of packet P2 is shorter than the arrival time T4(rx) of packet P4 a further virtual concatenation is not possible, i.e. a new timestamp T2(tx) is linked to the packet P4.
The task of the SYNC layer in the mUPE is to add the timestamp and a byte count value (for error recovery in the eNB) to each SAE bearer PDU before transmitting via the S1 interface to the eNBs. 

Based on the received timestamps, e.g. T1(tx) each eNB starts the transmission of the SAE bearer PDUs at the first transmission instant (e.g. TTI or radio frame) after or at T1(tx). This is achieved by the delivery to the RLC layer at T1(tx).

It is assumed that all eNB are following the same rules, depicted in Figure 4 as SFN radio frame definition, for the segmentation or concatenation of the SAE bearer PDUs. 
The SFN radio frame definition comprises the number of Physical Transport Blocks, their coding and modulation in one TTI or radio frame. 

The resulting transport blocks to be transmitted to the UEs are shown in Figure 4 for two different SFN radio frame definitions. 
Advantages are that real concatenation segmentation only takes place in RLC layer in eNodeB based on SFN radio frame definitions, which can be operator or service specific. No new m-Seg. Protocol on the eUTRA air interface is needed. The mUPE has no radio specific knowledge like transport blocks or exact knowledge of transmission times.

A disadvantage is the slightly increased transmission delay on SAE Bearer level in the order of 
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 compared to the other proposals.

This yields the architecture as shown in Figure 5: User Plane Architecture for L2 Content Synchronisation on SAE Bearer Level  taken from [1]. 
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Figure 5: The proposed protocol stack for the MBMS U-plane multi-cell transmission 3 : 

3. Conclusion

This document has described an SYNC protocol operating on SAE Bearer PDUs. The solution allows to minimise the impact of losses and delays on the S1 interface and is therefore competitive with the other proposals. Considering the simplicity of the resulting architecture compared to the architecture it is proposed to adopt SAE Bearer Level content synchronisation as described in section 2.4. .

Further this document has elaborated the SYNC protocols for the different alternatives for content scheduling. According to the described method the following open issues can be closed according to the table below.
	Issue
	Scheduling on Transport Block Level
	Scheduling on Scheduling Interval Level
	Scheduling on SAE Bearer Level

	Nature of timing information (e.g. provided in time stamps). Absolute time or time derived from radio frame timing?
	Derived from radio frame timing.
	Derived from radio frame timing.
	Not necessarily derived from radio frame timing.

	Details of the SYNC protocol. How to indicate the transmission timing on SYNC protocol, e.g. packet by packet or only first packet of MBMS data flow?
	See text
	See text
	See text

	Impact of packet loss on SFN operation in the different alternatives?
	Impacts all SAE Bearer PDUs contained in a transport block.
	Impacts all SAE bearer PDUs contained in a m-Seg. PDU.
	Impact on the transport block, which would carry data from the lost SAE Bearer packet.

	Handling of packet loss on S1 or ‘Gmb’ to minimise impact on SFN operation?
	Detection and muting and muting of impacted radio frames
	Detection and muting of impacted radio frames.
	Detection and muting and muting of impacted radio frames

	Does the synchronization method, especially regarding the use of the “time stamp” allow both static (pre-configured) and flexible scheduling of the transmission
	MAC in central entity would allow in principle for flexible scheduling.
	Preconfigured air interface scheduling assumed
	Preconfigured scheduling air interface scheduling assumed
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SYNC: Protocol to synchronise data used to generate a certain radio frame





Synchronised and Identical Traffic Handling in RLC, MAC and physical layers on the same SAE Bearer PDUs in the different eNodeBs yields L2 content synchronism. 
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� We use scheduler here in a quiet broad sense. Scheduler can refer to the MAC layer, which in co-operation with the RLC layer which schedules transport block containing data from RLC SDUs obtained by concatenation/segmentation  performed by RLC.  But scheduler can also refer to a SYNC layer entity in mUPE, which schedules PDUs of a eMBMS specific m-Sgm layer for a specific scheduling interval or to a SYNC layer entity in mUPE which schedules SAE Bearer PDUs to be delivered to RLC as SDUs at specified times.


� We use the term outbound packets to be neutral against future RAN1/RAN2 decisions on details of the SFN radio transmission (e.g. relation transport blocks to radio frames etc., leave it open if there will be an intermediate structure containing data transmitted during a scheduling interval within several transport blocks, …).  
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