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1
Introduction

In a Single Frequency Network (SFN) all transmitters of the network operate using an identical channel and structure. The SFN operation is strictly co-ordinated over all cells belonging to the SFN, so far referred to as an SFN area. When content is the same, the SFN area appears to receiving UE:s as a single large cell.
Any difference in a radio interface transport block (TB) transmitted from one eNodeB compared to other eNodeB:s involved in multi-cell transmission causes interference in the UE receiver. Therefore it should be secured that exactly the same data is transmitted by all eNodeB:s across the whole SFN area.

This document discusses different approaches to L2 content transmission synchronization, as defined in [1], presents a proposal on the handling of multi-cell MBMS data and provides guidelines for deciding on a related network architecture.
2
Segmentation and concatenation options for MBMS user data delivery
As the signal transmitted from all cells of an SFN has to be identical, it is not expected that dynamic link adaptation based on feedback from individual terminals could be utilized. Also parameters related to network deployment such as inter-site distance, antenna height and transmission power are expected to be static during an MBMS session. To meet a given block error rate requirement, also the level of physical layer encoding is expected to remain the same throughout a session. Therefore the lowest overhead and best performance on physical layer, and the easiest scheduling for multi-cell transmission is expected to be produced by using a fixed payload size per transport block. 
Permitting a variable number of dynamically sized transport blocks based on PDCP PDU:s would theoretically be an option to consider, but it complicates both coordination of multi-cell transmission, where a centralized entity responsible for scheduling would have to know the capabilities and limitations of the physical layer (how many PDCP PDU:s fit into a TTI), and the physical layer scheme, where depending on the amount of freedom given to transport block configuration, also the overhead for signaling the given TB configuration to the terminal increases. 
As no specification for this kind of dynamic variation of the amount and size of transport blocks exists on LTE physical layer, even for point-to-point connections, a static (per MBMS session) size of transport blocks is assumed in this document.
As the IP packet size, and consequently PDCP PDU size, are expected to be variable during an MBMS session [2], some procedures to fit the variable-sized IP packets to the fixed-size Transport Blocks should be considered. In this section different alternatives are compared.
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Figure 1: Segmentation, no concatenation
It is assumed to be impractical, if not impossible, for the TB size to match the largest possible IP packet. Therefore in the minimum a means for segmentation of MBMS traffic should be supported, as in Figure 1. If timing information is included with every S1 PDU (containing a PDCP-PDU), the segmentation can easily re-synchronize also in the case of missing S1 PDU. The main disadvantage is the overhead on air interface due to padding. From L2 point-of-view the overhead would be minimized by using a very small TB size, but from L1 simplicity and coding efficiency point-of-view a larger TB would be preferable. Without concatenation, TB size optimization will be influenced by the size of PDCP PDU:s (IP packets), which is variable and service-dependent.
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Figure 2: Segmentation and concatenation

Applying concatenation as in Figure 2 the TB size can be fully optimized for best L1 performance and it produces the lowest overhead on the air interface. Segmentation and concatenation are also applied in unicast transmissions.
2.1
Analysis of concatenation benefits using a Mobile-TV streaming trace

To estimate the benefit achievable from concatenation, some calculations were performed on an actual log of IP packets carrying mobile TV data encoded with an H.264 encoder. H.264 is specified for MBMS in [4].
2.1.1
Trace characteristics

The analyzed trace consisted of 120 seconds worth of UDP packets carrying H.264-encoded video with maximum bitrate set to 384 kbps, 1 second maximum keyframe interval and AAC audio with a maximum bitrate 64kbps. The actual bitrate may depend on the nature of the content; in this case, the content was motor sports, and the total average bitrate (including UDP/IP headers) was 370 kbps.

Figure 3 depicts the packet size distribution in the trace. The cluster at around 200-300 octets consists of audio packets and the one beyond 900 octets consists of video packets. Especially the latter cluster demonstrates the high variability of the packet sizes, which would make it difficult to optimize the size of the physical-layer Transport Block beforehand if only segmentation was to be used.
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Figure 3: Packet size distribution in the analyzed Mobile-TV trace
2.1.2
Assumptions in the analysis

Motivated by the proposed requirement for maximum channel switching time of 1 second, as initially discussed in SA1 [5], it was assumed that each second of the trace would be transmitted in a separate data burst, in which case different MBMS services could be time-multiplexed with the periodicity of a 1 second superframe. The main metric for efficiency was chosen to be the number of Transport Block payloads (MAC-SDU:s) needed to carry these bursts.

The considered payload sizes, given in Table 1, have been obtained by assuming one Transport Block per TTI and accounting for a 1-octet MAC header and two-octet CRC per Transport Block. When determining the number of MAC-SDUs consumed by the data bursts, an additional octet for segmentation overhead was subtracted for each (end of) UDP packet, although this indication of segment size is needed both with and without concatenation, so it doesn’t influence the difference between the two approaches. No RLC header overhead was included.

Table 1: Assumed MAC-SDU payloads

	MAC-SDU payload [octets] when using whole (dedicated) carrier
	5 MHz
	10 MHz

	QPSK modulation, code rate 1/3
	238
	479

	16-QAM modulation, code rate ½
	720
	1444


2.1.3
Results

Table 2 shows the total number of Transport Blocks occupied by the trace under the above assumptions. Concatenation can be seen to give a significant improvement in efficiency, especially with other than the smallest MAC-SDU payload. Decreasing MAC-SDU payload size by using multiple transport blocks per TTI will naturally decrease the relative benefit of concatenation. At the same time it will increase the relative MAC Header and CRC overheads, increase processing requirements on the physical layer, and weaken the physical layer coding due to the smaller code block size. For an assessment of optimum transport block size RAN WG1 should be consulted. It should be noted, however, that concatenation removes most of the dependency between transport block size and air interface overhead, so that the transport block size could be chosen freely based on physical layer performance without significant impact to the overhead.

Table 2: Comparison of transport efficiency with and without concatenation

	 
	MAC-SDU payload

	 
	238
	720
	479
	1444

	TBs used by trace
	 
	 
	 
	 

	without concatenation
	26199
	12145
	16016
	8061

	with concatenation
	23209
	7716
	11562
	3873

	Ratio
	1,13
	1,57
	1,39
	2,08


Another way to interpret the result is to check, what the lack of concatenation would cost in terms of services that could be offered in parallel. To get an idea of this we determined, how many times this example trace could have been time-multiplexed on the example channels, given by the ratio 

1000 [1-ms TTIs in a second] / (Maximum number of TBs used by the trace in a second),

when assuming no statistical multiplexing. The result is given in Table 3: again, significant gains from concatenation can be observed.

Table 3: Number of times the trace could have been multiplexed on the channel

	 
	MAC-SDU payload

	 
	238
	720
	479
	1444

	Parallel services supported
	
	
	
	

	without concatenation
	3
	8
	6
	13

	with concatenation
	4
	12
	8
	25


Based on the analysis, it is seen that concatenation is important for good efficiency. To support concatenation in a multicell environment, further solutions are discussed in the following section.
3
Solution alternatives for MBMS user data segmentation and concatenation
In this section two alternatives are considered for the MBMS user data segmentation and concatenation: a distributed and a centralized solution.

It should be noticed that S1 does not support retransmission and does not guarantee error-free data delivery. Therefore, it is due to the eNodeBs involved in an SFN operation to be aware of whether a part of the payload intended to a certain Transport Block is missing and to be capable of dealing with such a situation for correct SFN operation. This essential aspect is considered while evaluating the solution alternatives.
3.1
Distributed segmentation and concatenation in eNodeB:s
For a distributed solution to remain in sync a centralized entity should define the time point at which the transmission of a particular S1 PDU shall start on air interface. All RLC/MAC operations are then performed by the eNodeBs separately. 
To define the correct time point for the air interface transmission of a single S1 PDU, the centralized entity must be aware of target TB size and additionally it has to know exactly, by which mechanism in eNodeB:s segmentation produces overhead. In a way, the centralized entity should “pre-do” the segmentation and concatenation operations to calculate exactly how much overhead will be produced by the operations. 
Distributed concatenation, if required to stay synchronized over potential PDU losses, would require in the S1 PDU header a parameter, which would give explicit information to the eNodeBs about concatenation order of the short S1 PDUs in the same transport block. A time stamp alone would not be accurate enough, as several PDCP frames of an MBMS session could be multiplexed to the same TTI. Because a TB boundary can be in the middle of an S1 PDU, the centralized scheduling entity and eNodeB:s would have to be kept in sync on octet level, at which octet of a given S1 PDU a new TB starts.
Finally for the case an S1 PDU is lost or delayed, the eNodeB has to know exactly where, within any TB, the payload of any S1 PDU should begin, and whether other S1 PDUs should follow within that TB (to know if the end of that TB is missing).
Some of the complexities explained above can be avoided by relaxing some requirements and taking further assumptions on how multicell MBMS service is provided:
1) If time multiplexing of MBMS services is assumed, then there will be a defined maximum length of data burst for one service.

2) If it is acceptable that an eNodeB, which has lost a data packet, only detects the missing S1 PDU, and stops transmission until the end of the burst, exact timing information will be required only for the first S1 PDU of the data burst. 

The centralized entity would still need the ability to calculate, how many TB:s or TTI:s would be needed for transmission of a given data burst to be able to schedule the next transmission, but octet-accurate placing instructions would no longer be needed for every S1 PDU. The penalty of this simplification is loss of the transmission from one eNodeB until the end of a data burst, if anything is missing or late.
3.2
Centralized segmentation and concatenation
In a centralized approach the payload is segmented and concatenated in a centralized entity to produce optimally sized PDUs for the Transport Blocks. The centralized entity shall be aware of the target TB size to produce PDU:s with correct size. The target TB size could be delivered to the centralized entity during session start. No dynamic changes during an ongoing MBMS bearer service are anticipated.

As long as there is data to send, all TB:s can be filled completely. The correct sized PDUs shall additionally contain a timestamp (index) indicating the TTI and order in which they should be sent. The loss (or excessive delay) of an S1 PDU only impacts one transport block, during the transmission of which the impacted eNodeB shouldn’t transmit anything (However it should be noted that the loss of an S1 PDU may impact several IP packets due to concatenation). 
To support centralized segmentation and concatenation without introducing any major changes to the current SAE/LTE architecture, a straightforward way would be to define in MBMS user plane a new MBMS specific protocol layer below PDCP, marked with the red dot in Figure 4. The termination end points for the new sublayer would be UPE and UE. 
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Figure 4: Possible protocol stack to support centralized segmentation
The tasks of the new sublayer would be to produce data packets of static size by segmenting and concatenating PDCP frames as long as there is data in the buffer, or until the end of a data burst defined as a maximum number of TB:s. The MBMS specific sublayer would be used only for the MBMS user data intended for the eNodeBs operating in multi-cell mode and it would be transparent to the eNodeBs. Timing information indicating the transmission time point in the radio interface would be delivered to the eNodeBs as an MBMS specific parameter in the S1-u PDU header.
4 Conclusions
Based on the calculations on real H.264 data presented in section 2, it is proposed that RAN2 would include segmentation and concatenation as functions of the radio protocol stack to be provided also for E-UTRAN MBMS. To improve estimates on the gain of concatenation, RAN WG1 should be consulted on the optimum transport block size for MBMS transmission from physical layer point-of-view.

RAN WG3 is currently discussing content synchronization and multicell MBMS architecture. Further discussion in RAN2 on how to provide segmentation and concatenation could take place once further conclusions from RAN3 are available.
6
References

 [1] 

Tdoc R2-062724, CR to TR 25.813, “MBMS Transmissions and removal of note 1”, Source: Nokia, 3GPP TSG-RAN WG2 Meeting #54, 28 August - 1 September 2006.
[2]


Tdoc R2-051809, “Liaison Statement response on IP packet sizes for MBMS”, Source: SA4, To: RAN2, Cc:  GERAN2, RAN4. 
[3] 

Tdoc R3-061553, “Location of the coordination functionalities in E-MBMS”, Source: Nokia, 3GPP TSG-RAN WG3 #53bis, 10 -13 October 2006.
[4]


3GPP TS 26.346, Multimedia Broadcast/Multicast Service (MBMS), Protocols and codecs

[5]


S1-060878, “LS on Service Requirement for MBMS LTE “, source: Orange




















































































































































































