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1 Introduction

The uplink scheduling request procedure was discussed at RAN2#55. No conclusion was, however, reached regarding the choice of scheduling request mechanism. This contribution further examines the properties of two possible mechanisms to handle the scheduling requests:  a contention-based synchronized random access (RA) and a dedicated channel alternative.
The contribution is outlined as follows. Section ‎2 presents the characteristics of the two alternative methods. In Section ‎3 they are compared in terms of delay and resource overhead. Finally, conclusions are made regarding in what traffic scenarios the two alternative solutions are beneficial.

2 Scheduling request mechanisms
When a UE acquires UL synchronisation by means of a non-synchronised Random-Access procedure, it also acquires an initial UL scheduling grant. As long as a UE holds a valid UL scheduling grant, it can indicate need for further grants by means of in-band signalling. When a valid grant is no longer available, however, a scheduling request mechanism needs to be provided for the UE to request resources. Both contention-based (random access based) and conflict-free (on UE-dedicated resources) scheduling request (SR) mechanisms are possible. In general contention-based access is favourable when a large number of entities, each with a low access probability, need to access to a system. Conflict-free schemes tend to be efficient when individual access probabilities are high. Hence which type of scheme would be most beneficial for E-UTRAN to a large extent depend on the characteristics of the traffic. In the following subsections we present two SR mechanisms for E-UTRAN; one contention-based and one dedicated SR scheme.
2.1 Contention based SR

This could be seen as a synchronized Random Access (RA), a shared resource where UEs contend to get access to a channel. In many aspects it follows the characteristics of a slotted ALOHA channel, i.e. the relative throughput is limited to e-1. 
A reasonable requirement for the SR is that it uniquely identifies the UE that requests resources. This implies that the SR message should at least include the C-RNTI protected by a CRC, leading to a rough estimate of 16 (C-RNTI) + 8 (CRC) = 24 bits per SR message. The size of the message is an important design parameter since it directly influences the number of available codes or channels per resource block (RB) in the contention based alternative.
The resources can be distributed differently in the time frequency domain. In the following evaluations, we will assume that we have one or more RBs allocated every TTI. From a delay perspective, this is more beneficial than allocating a larger number of RBs with longer intervals An example is provided in Figure 1 below. 
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Figure 1: Illustration of the contention based SR resource allocation in the time-frequency domain. The resource blocks alternate between two frequencies to gain diversity benefits.
It is assumed that one RB per TTI is allocated for contention-based SR. This corresponds to 4% of the uplink resources on a 5 MHz carrier. Four SR codes or channels are supported per RB
. The SR BLER is assumed to be 4*10-3. Details about BLER and coverage aspects are discussed in ‎[2]. It is further assumed that in case of collision, a random binary exponential back-off scheme is used. A first collision or missed detection results in a back-off between one and four TTI. To avoid long or even infinite delays, the back-off time is upper bounded to 64 TTIs. Collision detection is assumed to be ideal; i.e. without delay.
A UE that generates a SR must wait to the next available TTI before it can transmit the first time, this implies an average delay of 0.5 ms. Thus, the total delay for a UE can be determined by adding 0.5 ms to the average waiting time the UE experiences due to collisions or misdetections.

2.2 Dedicated SR

Here the active UEs are assigned a dedicated channel. When the UE needs UL resource, it ”flags” the request on the dedicated channel. The benefit with this method is that no UE ID has to be sent explicitly, and thus the flag can be as small as 1 bit of information. The UE is identified by which ‘channel’ is used. Furthermore, no collisions will occur, a main advantage compared to the contention-based alternative.
The dedicated resource will for each UE be allocated more or less frequently. The time interval between two consecutive dedicated resources will be an important design parameter and determined with respect to the service requirements and available resources. An example of a dedicated channel every Nth millisecond is illustrated in Figure 2 below. Here, a dedicated channel is spread over two sub-carriers in frequency domain by means of frequency hopping. Every UE has an allocated time equal to the duration of two Long Blocks (LBs). During the first LB it transmits on one sub-carrier and during the second LB it transmits on the other sub-carrier.
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Figure 2: Resource allocation for dedicated scheduling request.

To perform a fair delay comparison between the two alternatives the resource allocated to both mechanisms should be equal, i.e. one RB per TTI. A RB comprises 12 subcarriers and 12 symbols per subcarrier that can be used for transmissions. Using two subcarriers per dedicated message results in 12*12/2 = 72 available dedicated channels in a resource corresponding to one RB. 

From a delay perspective, this implies that if the number of UEs is less than 72, all of them can have a dedicated channel every TTI, and a resulting average waiting time to the next channel of 0.5 ms. If the number of UEs is between 72 and 144, each UE can have a dedicated channel every second TTI, and a resulting average waiting time to the next channel of 1.0 ms. This reasoning can continue for any number of UEs and the delay will be a stepwise increasing function of the number of UEs, independent of their SR intensity. Further, the SR “flag” messages have a probability of missed-detection which will result in additional delay since the UE then has to wait for the subsequent dedicated channel.

In the evaluation, a missed-detection probability of 3*10-3 and a false alarm rate of 10-3 are used
. L1 performance aspects are further discussed in ‎[2]. 
3 Performance evaluation, contention based vs dedicated
This section provides a delay and overhead performance evaluation for the contention-based and dedicated SR schemes, respectively, described in the previous sections.

3.1 Traffic assumptions
A difficulty when analyzing the two SR schemes is to model the SR intensity for a realistic traffic pattern. In the coming performance study, the evaluations will be focused on VoIP traffic and TCP download traffic, since these have been identified as possible problem areas ‎[1]. Below, some assumptions regarding the traffic patterns are stated.
· A VoIP user is assumed to have an empty buffer after every transmission. Further, it is assumed that it generates an uplink scheduling request per 20 ms. This implies that the SR intensity scales linearly with the number of users. Since the SR intensity during talkspurts may be moderated, e.g. by means of bundling of voice frames or with a scheduling request prohibit timer, also lower SR intensities are studied. More specifically, one SR every 200 ms (which could be viewed as one SR per SID frame), and one SR every second, will be considered.
· For TCP download traffic it is assumed that there is a total downlink rate of up to 100 Mbps. This is divided by the N users, and hence resulting in 100/N Mbps per user. Further, the UEs will generate ACKs every 24 kbit (2 TCP packets) of downloaded traffic and we assume that the UE does not have a grant and thus a generated ACK also results in a SR. This implies that an increasing number of users does not lead to an increased SR intensity.
3.2 Delay results

The earlier described resource allocation for the contention based and dedicated SR channels will be used in the coming analyses. However, some additional comments on how the delay is determined are needed, and provided in the following two subsections.
3.2.1 VoIP

For VoIP we assume that each UE generates a SR intensity according to one SR every 20 ms. Figure 3 indicates that this high intensity can not be handled by a contention based channel.
The dedicated SR alternative clearly appears more beneficial when there are relatively few but very active users, which is indeed the case for VoIP. For lower SR intensities, the contention-based channel improves, but is still inferior at intensities of one SR every 200 ms (i.e. in the order of once per SID frame
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Figure 3: Delay for VoIP (one SR every 20 ms) and for traffic with less SR intensity. Note that for VoIP traffic, the contention based channel has extremely bad delay performance.
We conclude that for VoIP, without bundling of voice frames, contention based SR is not very efficient. In fact, even with bundling, the efficiency of the contention-based SR can be questioned. The studied dedicated SR solution is, however, a very efficient alternative for VoIP and, presumably, other sources of high SR intensities.
3.2.2 TCP download traffic
For download traffic, the total SR intensity is not so much affected by the number of users, since the SR per user will decrease linearly when the number of users increases due to sharing of a limited bandwidth. Although high rate connections can generate more than one TCP ACK per SR occasion, it is acknowledged that a single UE emits at most one SR per SR occasion.
Figure 4 shows the SR delay for TCP download for different total download rates. The contention based RACH breaks down at somewhere between 30 and 50 Mbps in total rate. Since the RACH has four orthogonal channels every TTI and with a maximum relative throughput of 0.37, this intensity is not feasible. To handle DL rates exceeding some 30 – 40 Mbps, more resources must be reserved for contention-based SR or a dedicated SR mechanism be used.
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Figure 4: Average delay for users downloading TCP traffic with different total rates. An ACK and a SR is generated every 24 kbits of downloaded data.
3.3 Resource overhead results
So far the analysis, for both solutions, has been performed for a SR resource allocation corresponding to one RB every TTI. Using 5 MHz spectrum bandwidth, such an allocation uses 4 % of the total uplink channel resource. Four percent is not an unrealistic share allocated to SR, but a more complete analysis should include results based on several resource allocation alternatives. Hence, this section will study how much SR overhead that is required to guarantee that the average delay is below a specific maximum value, here assumed to be 10ms. 
The presentation below follows the same outline used in the delay study section above, i.e. first considering VoIP traffic with rather high SR intensity, then the intensity is gradually lowered, and finally download TCP traffic is analyzed. 
The necessary resource for the dedicated channel is straightforward to evaluate for a predetermined delay requirement; e.g. by extrapolating the plots in the last section. The conclusion is that for a latency threshold of 10 ms, the dedicated channel can sustain more than 1200 users with only four percent overhead (one resource block).

Analyzing the contention based alternative is somewhat more complex, since the performance of this alternative depends not only on the number of users, but also on the SR intensity of the individual users. The approach here is to, for the different SR intensities studied above, evaluate how much resource overhead (in percent) that is needed to sustain the studied delay requirement of 10 ms.  
Figure 5 illustrates the performance of the two channel alternatives for different SR intensities. Note that we only allow an integer number of resource blocks assigned for the scheduling request channel, i.e. the overhead can only be 4, 8, 12, 16, … percent. As illustrated in Figure 5, for high SR intensities, the performance of the contention based channel is poor, and requires an unacceptable amount of resource allocation. For lower intensities, however, the overhead is more moderate.
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Figure 5: The resource overhead needed to sustain an average delay of 10 ms. The plots consider different SR intensities. Note that the dedicated as well as the contention based channel for low SR intensities only requires one RB (4%).
For TCP download traffic, with users generating SRs as described earlier, the necessary resource allocation is indicated in Figure 6, for the same latency requirement of 10ms. Note that for a total downlink rate that is lower than about 34 Mbps, the delay converges towards a constant value and the necessary resource allocation will thus not increase with the number of users.
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Figure 6: The resource overhead needed to sustain an average delay of 10 ms. The plot considers different total download rates. Note that the dedicated as well as the contention based channel for low total rate only requires one RB (4%).
NOTE:
For the sake of fair delay comparisons all comparisons were made using one integer RB as the smallest reserved unit. One should note, however, that the granularity of the resources on which the studied solution for dedicated SR can operate, is pairs of sub-carriers rather than RBs. Hence when the number of UEs is lower than the mentioned 1200, the overhead of the dedicated SR may, in fact, be significantly reduced compared to the results presented in Figure 5 and Figure 6 while still meeting the 10 ms latency requirement.

4 Conclusion

The analysis presented in this paper indicates that:

· The performance (delay vs traffic load) of the contention based alternative depends on the total scheduling request load, but is fairly insensitive to how this traffic load is created (the combination of the number of users and the scheduling request intensity per user).

· The performance of the dedicated alternative depends on the number of users, bit is insensitive to the scheduling request intensity per user.

In comparison this means that:

· For low total scheduling request intensities (e.g. upto some 500 users and one request per user every 1s), the contention-based alternative yields acceptable delay performance. 

· For higher scheduling request intensiries per user in combination with many users (e.g 200 users with one request every 20ms), the contention based alternative yields unacceptable performance. In such cases the dedicated alternative is preferable.

Based on the results presented in this contribution, it appears attractive to provide a mechanism for dedicated SR in E-UTRAN. For scenarios with very many UEs accessing the system with a very low intensity, some form of contention-based solution may however be beneficial.

5 Proposal

It is proposed to discuss the principles for scheduling request presented in this contribution and to also consider requirements in terms of latency and overhead cost.
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� Assuming a message block of 24 bit (including 16 bits of UE ID and ( CRC bits), using a ½ convolutional code and QPSK modulation, result in four Hadamard spreading codes per RB � REF _Ref150089424 \r \h ��‎[2]�.


� With 72 dedicated SR channels every TTI, a higher FA rate of 10^-2 would correspond to giving out 0.72 false grants every TTI.
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