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1 Introduction

In current RLC specification, the RLC reset procedure is used to signal the HFN of the transmitting side to the peer entity. Therefore, the RLC reset procedure is supposed to synchronize HFNs (of the transmitting side and of the receiving side) when HFNs are detected to be out of sync between the peer entities. There are three conditions to initiate an RLC reset. This implies that the three conditions are supposed to detect HFN out of sync.

However, the three conditions do not detect HFN out of sync robustly. This paper analyzes the situations and proposes a solution.
2 Current RLC reset procedure analysis
The RLC reset initiating conditions are quoted below:

1)
"No_Discard after MaxDAT number of transmissions" is configured and VT(DAT) equals the value MaxDAT (see subclause 9.7.3.4);

2)
VT(MRW) equals the value MaxMRW;

3)
A STATUS PDU or a piggybacked STATUS PDU including "erroneous Sequence Number" is received (see clause 10);

In [1], the following have been observed:

“We see that all the 3 triggers for RLC RESET procedure have nothing to do with unsynchronized HFN case. Successive retransmission failure is likely to be caused by radio link condition, and erroneous sequence number in a STATUS PDU is rather to be caused by residual error of the STATUS PDU itself or of an AMD PDU causing the STATUS PDU.” 
In [2], simulation results show that CRC residue error is so rare (<< 10-9) that we need not to worry about it. In other words, basically "erroneous Sequence Number" never happens in a STATUS PDU unless there exist software implementation errors. The successive retransmission failure of AMD PDU and MRW SUFI is due to radio link condition, say, out of coverage. However, if UE is under poor radio link condition, RLC reset procedure does not help. On the contrary, by buffer flushing, RLC reset procedure make the situation worse.

However, HFN de-synchronization may generate two of the three triggering conditions: 

(1) An erroneous LI due to HFN de-synchronization is detected in AMD PDU. This will cause successive NACKs and retransmissions. If “No_Discard after MaxDAT number of transmissions” is configured, the current RLC reset procedure will be triggered and the HFN issue can be solved. If "Timer based SDU discard with explicit signalling" or "SDU discard after MaxDAT number of transmissions" is configured, MRW procedures will be frequently initiated and terminated successfully, one after another, and the HFN issue is not solved for this two configurations. 

However, from [3], simulation result shows that erroneous LI detection rate can be as low as 37%, depending on actual AMD PDU size. If HFN de-synchronization does not produce erroneous LI in the deciphered AMD PDU, even if “No_Discard after MaxDAT number of transmissions” is configured, the current RLC reset procedure will not be triggered. For user plane, HFN de-synchronization will finally generate erroneous LI after some delay time. For control plane, where messages are transmitted sporadically, the delay time might be quite long.

(2) Piggybacked STATUS PDU is from an AMD PDU deciphered with wrong HFN. In this case, any illegal values in addition to “erroneous SN’ may happen.

In summary, the current RLC reset procedure does not deal with HFN de-synchronization issue properly. It deteriorates poor radio link situations. And it over deals with CRC residue error, which almost never happens.

3 Discussion

Since current RLC reset procedure does not work for two configurations, "Timer based SDU discard with explicit signalling" and "SDU discard after MaxDAT number of transmissions", we think this is an essential issue to be solved for Release 6.
With the maturity of RLC specification, we think it is save to conclude that RLC protocol itself will not cause HFN out of synchronization. However, considering complexity of RRC specification and potential software errors in UE implementations, we are not sure to be able to conclude that HFN out of synchronization issue will never happen. This should be decided by the RAN2 group.

If the group feels that error handling for HFN out of synchronization is needed, we propose to improve the current RLC reset procedure. Exactly how to improve is FFS.

If the group feels that it is not necessary to handling HFN out of synchronization issue, we propose to delete current RLC reset functionality and improve the treatment for successive retransmission failure.
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