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1
Introduction
In [1] and [2] the latency requirements for gaming have been analysed. The most demanding gaming applications such as first person shooting games require latency values below 100...150 ms. Lower values could be noticed by the player and could decrease user perception (Quality of Experience). This document analyses round trip time that can be expected within UTRAN Release 6 for HSDPA/EDCH and end-to-end. Furthermore real-time simulations with a network simulator [3] are performed to evaluate ping times that can be expected in real UTRAN networks. 

By looking at the currently possible RTTs and the different delay components within the network, we want to get a better understanding on the feasibility of gaming within future networks supporting HSDPA/EDCH and on potential elements that can be improved. Based on this the document shall also trigger discussion on the scope of the work item, possible directions and on how to proceed. 

2
HSDPA/EDCH Latency
2.1
HSDPA/EDCH Round Trip Time analysis 
In Figure 1 the different delay components for HSDPA/EDCH are visualized. 
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Figure 1: Delay components for UTRAN HSDPA/EDCH u-plane 

In Table 1 the transmission delay for E-DCH is analysed in detail. The cases of 2ms and 10ms uplink TTI, which largely effects the round trip times, are differentiated. Major physical processing delay of hardware and software components has been included by a fixed delay. Since usually the gaming applications have a more or less continues low rate data flow in the uplink it can be assumed that resources are granted in advance. Therefore the scheduling delay is assumed to be zero in the uplink. Nevertheless there might be games where traffic might be quite infrequent resources in the uplink might not necessarily be reserved in advance, in which case the UE first had to ask for resources in the UL.

Discussion on Iub delay 
The Iub delay varies largely and depends on the selected transport technology and on the traffic load. The Iub delay is assumed to be the same in both directions. We considered two different realisations of an Iub. The first can be seen as a low delay line with guaranteed bandwidth and delay, the other realization might be seen a low budget last mile realized by DSL, IP or microwave technology or a bandwidth limited congested last mile. With HSDPA and E-DCH stepwise introduced in UTRAN it can be supposed that the Iub bandwidth can easily become a limiting factor with congestion as regular event. Additional lines to support the data traffic of the PS network might be different from the technology used to support CS services. In our point of view the values in the table are mean values and not maximum values in case of congestion. Although 30ms may seem a high values we must be aware that (e.g. to introduce a service like gaming) most, if not all, Iub interfaces within an operators network should at least support such a delay. 
Table 1: E-DCH Transmission Delay

	Delay element 
	Analysis 
	Delay 
2ms / 10ms
	( 2ms
min/max
	(10ms
min/max

	UE processing delay L2
	1 ms 

	1 ms
	1
	1

	UL scheduling delay
	Assume resources are already granted
	0
	
	

	UE processing delay L1
	1ms + TTIUL
	3ms / 11ms
	4
	12

	TTI alignment (wait until next TTI starts)
	Variable 0 …  TTIUL
TTI alignment is on average 0.5(TTIUL
	1ms / 5ms
	5
	17

	Uu delay, uplink
	TTIUL
	2 / 10 ms
	7
	27

	Propagation
	Range in μs, assume to be zero
	0
	
	

	Node B L1 processing 
	1 ms + TTIUL 
	4ms / 12ms
	11
	39

	Node B L2 proc
	1 ms
	1 ms
	12
	40

	Iub delay 
	Technology and load dependent
Propagation delay e.g. 400km= 2ms [4] 
Low delay technology ca. 2ms...10ms
DSL, IP, microwave etc ca. 20ms...40ms
	Min 5 ms 
Max 30 ms 
	17 / 41
	45 / 70

	RNC processing
	1 ms 
	1
	18 / 42
	46 / 71

	Overall Uplink UTRAN delay in ms (no load, fast Iub / regular load, slow Iub) 
	18 / 42
	46 / 71


The downlink assumptions are summarized in Table 2. Concerning the processing and Iub delay similar assumption have been made as for the uplink. For the downlink scheduling delay some margin should be left to gain from channel based scheduling and time multiplexing with other users.  Therefore some scheduling delay has been included even at low load. Generally there is gain from channel based scheduling and also from aggregation of small packets. Nevertheless for delay critical services as gaming it could surely decrease used perception. 
Table 2: HSDPA Transmission Delay

	Delay element 
	Analysis 
	Delay
	(

	RNC processing 
	1 ms 
	1
	1

	Iub delay 
	Technology and load dependent
Propagation delay e.g. 400km= 2ms [4] 
Low delay technology ca. 2ms...10ms
DSL, IP, microwave etc ca. 20ms...40ms
	5 / 30
	6 / 31

	Node B L2 proc
	1 ms
	1
	7 / 32

	Downlink scheduling delay
	Variable: 0 … discard timer 
Load dependent 0 ... 20 ms [5] 
VoIP with packet aggregation up to 100ms [6] 
Trade-off delay vs. scheduling gain 
	5 / 20
	12 / 52

	Node B L1 processing 
	1 ms + TTIDL
	3 
	15 / 55

	TTI alignment (wait until next TTI starts) 
	Variable 0 … 1  TTIDL
TTI alignment is on average 0.5( TTIDL
	1 
	16 / 56 

	Uu delay, downlink
	TTIDL = 2 ms
	2
	18 / 58

	UE L1 processing delay
	1 ms + TTIDL 
	3
	21 / 61

	UE L2 processing delay
	1ms 
	1
	22 / 62

	Overall Downlink UTRAN delay in ms (no load, fast Iub / regular load, slow Iub)
	22 / 62


UTRAN RTT using HSDPA/EDCH
Minimum UTRAN RTT values (EDCH 2 ms TTI) for low load and fast Iub = 40 ms 

Minimum UTRAN RTT values (EDCH 2 ms TTI) for regular load and slow Iub = 68 ms

Minimum UTRAN RTT values (EDCH 10 ms TTI) for low load and fast Iub = 104 ms 

Minimum UTRAN RTT values (EDCH 2 ms TTI) for high load and slow Iub = 133 ms
All the values assume error free transmission of the packets. If there are retransmissions at HARQ or even at RLC additional delay has to be considered. Since gaming can accommodate a certain error rate the transmission via RLC UM seems to be reasonable. Nevertheless the operator might not be aware of the gaming application and would configure RLC AM for basic background/interactive traffic. This could cause high jitter to some late packets which might be harmful to applications such as gaming.  Most of the games seem to be relatively resistant against jitter, but packets that experience an additional delay larger than the regular RTTs could cause problems. 
Discussion 

According the analysis the main delay components with UTRAN are: 
1. The UL transmission time interval 

· 2ms TTI should be used in UL for low delay RTT. Decision up to operator and coverage planning

· Further decrease of TTI would be a major change. Otherwise no issue for standardisation

2. Iub transport technology 
· Iub allows to use different transport technologies. This is operator decision. 
· No issue for standardisation. 
3. Downlink scheduling delay
· Scheduler could be further optimized for real-time traffic such as gaming. Besides the priority there is the discard timer and the guaranteed bitrate parameter that could be used by the scheduler. Nevertheless from its definition and granularity the discard timer’s main purpose is to discard outdated packets. Furthermore it is unclear how long the packet was stored in the RLC buffer and how long transmission took in the Iub interface. 
· Additional information could be provided via Iub to support more efficient scheduling decisions depending on the traffic requirements and the actual experienced delay of each packet. This could be a point for further investigation within the work item. 
4. Congestion delay (Iu and Iub) 
· QoS differentiation and priorisation could solve the problem.  This can only work for low bandwidth traffic, which should mostly be the case for gaming. Nevertheless there are many problems related to that. Usually UTRAN is application agnostic and is not aware of the gaming application. Furthermore it must be ensured that the application does stick to the agreed data rate. 

· This point would need further study and potentially interactions with other groups within 3GPP. Need for standardisation is unclear.

Components 1 and 2 are basically determined by the underlying technology, but 3 and 4 could be analysed in more detail and there is probably room for some enhancement within the defined work item. 
2.2
HSDPA/EDCH real-time simulations 
Ping statistics have been performed with a standard ICMP application running over a real-time HSPA emulator [3]. The user is sending PING packets of 1000 bytes. The simulation assumptions are according to Table 4 in the annex. For the uplink EDCH transmission a 10ms TTI size is chosen. It should be mentioned that there is no core network delay included in this simulation. To elaborate the practical system response times under loaded conditions, three multi-user simulations are performed as described in Table 3. In downlink there is constant bit rate traffic (CBR) or fill traffic (FILL) where the buffer is reloaded as soon as it gets empty. In the uplink there is some MMS traffic. The load is increased for the different scenarios. 
Table 3. Multi-user scenario settings

	Scenario
	Users
	DL Traffic/user
	UL traffic/user

	1
	5
	CBR-256kbps
	MMS-avg 64kbps

	2
	10
	CBR-256kbps
	MMS-avg 64kbps

	3
	10
	FILL
	MMS-avg 128kbps


Figure 2 summarizes the simulation results for a multiple user scenarios with and without defining higher priorities for the PING traffic. The dynamically selected transport format at reasonable channel conditions is usually big enough for an almost instantaneous transmission of the whole packet. The proportional fair and rate fair scheduler in general prioritize low rate users. Therefore the PING times correspond quite well to the theoretically calculated delay times in section 2. This may not be the case for other scheduler. However a reduction in the average SNIR of the users results in higher RTT delays and the delay curves begin to spread apart. It is important to realize that the greater fraction of RTT delay comes from uplink as the UE is limited in power resources. The maximum UE transmit power may not be sufficient to transmit the data while being in a deep fade. Another source of delay at low SNIR is the HARQ retransmissions occurring both in uplink and downlink due to estimation errors that occur with fast fading. For all the loaded configurations, an increase in RTT delay is observed with the decrease in SNIR. An interesting point of observation is that at the SNIR of 10 dB in the fully loaded scenario (scenario 3) the RTTs are more then two times higher then the same scenarios where different priorities are used. This means that the small PING packets can not be transmitted due to pending retransmissions of the other traffic. Nevertheless even if the users have higher priority there might be additional delay caused by pending retransmissions of lower priority users.  In uplink HARQ mechanism re-transmissions are taking place synchronous, even though the PING user has priority over other users having re-transmissions. For example, the highly loaded “scenario 3-pri” suffers from higher delay as the probability of re-transmission increases with cell load. Additional RTT delays for the PING user are introduced when all users sharing the resources have the same priority class which can be observed by comparing prioritized vs. non-prioritized trials. Unlike to uplink HARQ, the HARQ in downlink only introduces delays to new packets if retransmissions are pending for the same or for higher priority classes.
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Figure 2: PING statistics in a loaded cell with and without higher priorities 
The RTT values should also increase if the same or a different application of the same user sends more data. This is due the inherent behaviours of the up- and downlink scheduler that maintain certain rate fairness between the users. 
Discussion 

The real-time simulations confirm the theoretical analysis. While the use of different priorities is of importance to ensure a low delay in highly loaded cells, there is little difference for cells with low load. Furthermore the discard timer could also be used to speed up the scheduling of data having the same priority. Simulations with similar traffic characteristics (packet sizes and frequency of data bursts) as in the OMA LS would be useful. 
2.3
End to End delay using UTRAN HSDPA/EDCH
When looking at the overall architecture in Figure 3 it can be seen that, besides the radio bearer delay, additional delay from the core network/internet must be considered for the end user applications like gaming. The server might be located within the operator’s network or might be outside of his network and his control. 
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Figure 3: UMTS QoS Architecture 

Values for low and high load situations are give in Table 4. At least the delay in the public internet can be significant at high load.  This is somewhat out of the scope of RAN2. One way would be to ask SA2 concerning their assumptions on CN bearer and external bearer. This would allow RAN2 to get a better understanding of the UTRAN requirements. 
Table 4: Core network / internet transmission delay (one way) 

	Delay element 
	Analysis 
	Delay
	(

	Core NW + Internet
	Load and technology dependent 
Dependent on internal or external server
Load dependent 0 ... 50ms (two way) ‎[5]
	2 ... 25
	2 / 25

	Two way CN/Internet delay in ms (low / high load) 
	4 / 50 


Adding those values to the theoretically derived values, we end up with the following estimated values. 
E2E RTT using UTRAN HSDPA/EDCH

Minimum E2E RTT values for 2 ms low load and fast Iub = 45 ms 

Minimum E2E RTT values for 2 ms high load and slow Iub = 118 ms

Minimum E2E RTT values for 10 ms low load and fast Iub = 108 ms 

Minimum E2E RTT values for 10 ms high load and slow Iub = 183 ms

Discussion
For low load scenarios with good channel conditions (proper network planning) and a low delay transport network it seems we can theoretically and practically achieve the required ping times for gaming. Nevertheless this assumes that there is no buffering delay, scheduling delay and no congestion in the entire end to end transmission chain. This could only be ensured by over dimensioning the network and would be connected to significant costs to the operator. In practise it will be very challenging to ensure service satisfaction for all the users in the whole system. Nevertheless a reliable Quality of Experience is very important for service adaptation. 
For loaded networks gaming applications it will generally be challenging to achieve the required round trip times unless there is some differentiation of data flows between users and between different applications of the same user. For high load scenarios it seems not be possible at all to archive the round trip times required for gaming. 
3
Conclusion  
The theoretical UTRAN round trip times have been analysed in detail. Furthermore real-time simulations have been performed for PING applications that confirm previous analysis. In a not loaded system (including network) with a low delay transport network the required round trip times for games can be archived for users having a good reception quality. Nevertheless round trip times as low as 50-100ms, as mention in [2] for action games seem to be infeasible. Realising that at least over the air transmission capacity and Iub capacity is limited (and over dimensioning will be too expensive) the reliability of gaming services for HSDPA/EDCH will remain questionable unless further optimization is performed. 
Some optimisation e.g. traffic priorisation over the air and within the network or downlink scheduling according to discard timer are possible with current standards, but are likely to require further analysis. There are also some areas having the potential of further improvement and the document shall be used to discuss on the scope and direction of the work item. 
It is proposed to capture section 2 of this document in section 5 of the TR “Improved Support of gaming over HSDPA/EDCH”. 
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Annex 1: Simulation Assumptions

Table 5: Parameter configuration for HSPA network emulation 

	Layer
	Parameters
	Setting

	User
	Number 
	Variable

	
	Traffic
	FILL, CBR, MMS

	Core Network
	Delay 
	Ideal

	PDCP
	ROHC enable/disable
	Disable

	
	Ideal ROHC
	Disable

	RLC
	Segment Size
	320 bits

	
	Mode (UM/AM)
	UM

	
	RLC Window size
	2047

	MAC
	Re-Ordering Queue Windows Size
	DL:30

UL : 1 + max_trans * (nHARQ-1)

	
	T1 Timer 
	DL:50 ms
UL: (max_trans * nHARQ) + 1

	
	Max. Number of Transmissions
	4

	
	Target Error Rate
	10%

	
	Priorities (1-16)
	Scenario dependent

	
	Traffic Class (I/B/S/C)
	Background

	
	QoS Offset
	0.5 dB

	
	Schedulers DL/UL
	DL: Prop Fair
UL:Rate Fair

	Physical
	 TTI size
	DL: 2ms

UL: 10 ms

	
	UE categories
	DL-10

UL-6

	
	Chase Combining ON/OFF
	ON

	
	Noise Rise Limit (UL)
	6.0 dB

	
	ACK/NACK error 
	Off

	Radio Channel
	Shadowing Variance
	7 dB

	
	Channel Model
	Ped-A

	System
	Cellular Layout
	DL: 4 surrounding rings
UL: 1 surrounding ring  

	
	Mobile Positions
	Random

	
	Intra-cell interference 
	Variable orthogonality factor* 

	
	Link to system level interface 
	See below* 

	
	HSDPA Power
	16 W

	
	Pilot Power
	2 W

	
	Power Control Range
	-50 to 20 dBm

	
	Power Control SIR target
	4 dB

	
	Power Control Error Rate
	4%

	
	BS Thermal Noise
	-102 dBm

	
	Antenna Gain BS
	24 dB

	
	Angle of Antenna Beam
	71۫

	
	Number of Spreading DL Codes
	15

	
	Mobile Positions
	Random


* Variable Orthogonality Factor: A Simple Interface between Link and System Level Simulation for High

Speed Downlink Packet Access; Alexander Seeger et.al.; VTC October 2003 
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