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1
Introduction

The goal of this document is to supplement information on characteristics and network requirements for First Person Shooter (FPS) Games beyond what is provided in the OMA contribution [1]. According to [2], network games are broadly categorized into four types as shown below (pg.27 [2]): 
Table 1: Game Categories & Characteristics

	Genre
	Notable release
	Max players
	Architecture

	Real-Time Strategy
	Warcraft
	~10
	Client-Server

	Sports Games
	Madden NFL
	~10
	Peer-to-Peer

	First Person Shooter
	Doom
	~50
	Client-Server

	Online Role Playing
	EverQuest`
	~10,000
	Client-Server


In this document, we focus our attention on FPS games only, which demands the most stringent network requirements for client-server games and which are the mostly used gaming category today. We first discuss the characteristics of FPS games. We then discuss delay and loss requirements and packet size distribution for typical FPS games.
2
FPS Games
Definition (Wikipedia): 

First person shooter (FPS) is a genre of computer and video games which is characterized by an on-screen view that simulates the in-game character's point of view and a focus on the use of handheld ranged weapons. FPS is also a term used by tactical response teams as the person who shoots first.
2.1
Traffic Characteristics

A key notion in FPS games is ticks, the discrete time intervals at which the game server processes events (pg. 154 [2]). A client typically requests the server to periodically send the current game states or snapshots (for example, an avatar’s latest geographical position and its velocity) to him/her at this or a lower rate. The client also sends a snapshot of its local game state to the server at the tick rate or a lower rate. Receiving each snapshot, the client updates its local game states and renders its screen accordingly. A client can predict its local game states more frequently than the snapshot rates using a state prediction process called dead-reckoning [3] that predicts based on previously received snapshots. See Table 2 for snapshot and tick rates for popular FPS games.

Table 2:  Default FPS Snapshot and Tick Rates

	Game type
	Snapshot rate
	Tick rate

	Quake II
	10 updates / s
	?

	Half-life
	16.67 updates / s
	?

	Quake III Arena
	20 updates / s
	20 updates / s

	Wolfenstein
	20 updates / s
	20 updates / s

	Half-life 2
	20 updates / s
	66 updates / s

	Halo 2
	25 updates / s
	?


Given the periodicity of snapshot delivery, they are often sent unreliably [4]; a tick generated later in time subsumes information in a previous tick, rendering the earlier one useless, and hence reliable transmissions of all ticks are not necessary. This notion of obsolescence of ticks [4] is often used for optimization of transport mechanism.
2.2
Delay and Loss Requirements 
The following observations have been drawn for FPS games in the literature:
1. [5] showed Quake 3 has a delay tolerance threshold of round-trip-time (RTT) of 150-180ms.

2. [6] showed players in Unreal Tournament 2003 found RTT of 100ms noticeable and 200ms annoying. It also showed no noticeable effect up to 5% packet loss rate.
3. [7] showed that for FPS game Unreal Tournament 2003, players found an impairment of game play for round-trip delay larger than 60ms.
4. [4] described a Game Interactivity Threshold (GIT) for FPS games to be 150-200ms.
Drawing from the above data, we can state that exact delay tolerance depends on the particular FPS games, with Unreal Tournament 2003 (60-100ms RTT) less tolerant than Quake 3 (150ms-180ms). A typical round-trip delay tolerance for FPS games is then 60-180ms RTT. Comparing these numbers to cited delay requirements for Car Racing Games of 75ms [8], and 100ms [9] shows that FPS maybe slightly more lenient in terms of delay requirements. Also notice these numbers are more stringent that the numbers reported in the OMA contribution [1]. 
Also notice that loss requirement is lenient [6], which can be partially explained by the notion of obsolescence [4] due to the periodicity of snapshot delivery as discussed in Section 2.
It is worth noting that while [10] showed that Online Role Playing games are twice as sensitive to RTT jitter than to absolute delays, [7] showed that FPS games are not sensitive to delay jitters, given the jitter amount is smaller than the delay average.
2.3 Packet Size Distributions 
Due to the periodicity of the snapshot exchanges, we expect constant bandwidth usages between server and clients. It turns out that while the sizes of packets from client to server are small and regular, the sizes of packets from server to client are more varied and complex [2]. See the following table for typical packet size distributions of popular FPS games. Note that data were taken during “in-game” action, not during idle time or map changes:

Table 3: Packet Size Distributions for FPS Games
	Game type
	Client-to-server
	Server-to-client

	Quake II
	56-75 bytes
	70-250 bytes

	Half-life
	50-90 bytes
	50-350 bytes

	Quake III Arena
	60-95 bytes
	50-350 bytes

	Half-life 2
	60-130 bytes
	100-800 bytes

	Halo 2
	50-160 bytes
	60-400 bytes


5 
Conclusion  
In this document, we discuss the traffic characteristics and service requirements of FPS games. FPS games have the most stringent delay requirements while being more relaxed in term of loss and jitter requirements. It is suggested to include section 2 into TR “Improved Support of gaming over HSDPA/EDCH” section 5.1.1 providing background on First Person Shooter games. In a companion paper [12] we analyze practical latency values as can be expected in HSDPA/EDCH networks and how they can fulfill the requirement for FPS games as described in this document.  
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