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1
Introduction

As requested as part of the email discussion into the uplink scheduling design for LTE, companies were to provide information on the expected complexity of the implementations of their proposed scheme. This paper tries to provide a brief overview of the Minimum Bitrate & Priority scheme.
2
Scheme Overview 
The scheme is based on the following principles:
-
Define a Minimum Bit Rate per SAE Bearer


-
In the UE, the GBR is just an instance of Min BR with a high priority
-
The radio bearer is split between those packets which fall below the minimum bit rate, and those packets which fall outside the minimum bit rate. 
-
Assign a relative priority to each part of each radio bearer.

-
The UE reports the status of each Radio Bearer.
-
When allocated resources the UE would serve each priority in descending order.
The minimum Bit rate and priority is signaled to the UE in layer 3 signalling, and therefore there is limited signaling overhead in the downlink. 
The minimum bit rate for a Guaranteed SAE Bearer is known by the eNodeB and the eNodeB would need to schedule resources to the UE to meet that minimum bit rate.
3
Example Implementation 

3.1
The Token Bucket model

As discussed at the last meeting the implementation could be based on the token bucket principle: 

· Periodically a token (representing the right to transmit a quantity of data) is added to a bucket;

· When the UE is granted resource, it is allowed to transmit data up to the amount represented by the number of tokens in the bucket. When transmitting data the UE removes the number of tokens equivalent to the quantity of data.

· When the bucket is full, any further tokens are discarded.

3.2
General Implementation

The model can be split into two parts: Periodic addition of Tokens; and the reception of a Grant. 
If it is assumed that each SAE bearer has a Minimum BR and a Maximum BR associated with it, then each SAE Bearer would need two token buckets. 

If an SAE bearer does not require a minimum Bit Rate then the UE would not be required to operate a bucket for that part of the SAE Bearer. If it is found that a separate Maximum Bitrate is not required for all UEs, and that an Aggregated Max BR can be used then there is not the need to run additional multiple buckets to handle this in the UE. In fact it may not be needed to be signalled to the UE at all, as long as the buffer status reporting is preformed with enough accuracy then the eNB can limit the amount of grants provided to the UE.
3.3
Addition of Tokens

Periodically a token representing a unit of resource is added to each of the buckets configured in the UE.

	For x=1 to Number_of_Buckets 
     If BucketStatus_x < BucketSize_x then BucketStatus_x = BucketStatus_x + Token 
Next x


It has been assumed that the period of the repetition of this process would be every TTI, but it could easily be lengthened such that the process of adding tokens is only completed every second. So instead of every 1ms a token being added to the bucket, 1000 tokens could be added every second. The issue with this approach is that in some situations the total throughput associated with the bucket could be limited due to the essentially wiping the memory by overfilling the bucket with tokens.

Another approach would be to set two thresholds on the bucket, one threshold where the buffer stops being filled, and the other where it overflows, in this way there would be some small variation of the minimum bitrates but the memory is not lost. 

If it is not acceptable to make the previous simplifications then the UE can store a TTI Time Reference each time it receives a grant and when next receiving a grant the UE scales the Token size by (New TTI_Time_Reference – Old TTI_Time_Reference )/TTI. In this way Part A of the process can be avoided from being initiated every TTI.
3.4
Reception of the Resource Grant
When the UE receives a Resource Grant the UE:

· Quantifies how much resource this equates to in terms of bits;

· Move from queue to queue in descending order of priority until the Resource Grant has been fully assigned:

· Calculates the Max_Allowed_Transmission for each queue (Min of Bucket_Status and Queue_Status)

· Assigns resource to each queue upto the Max_Allowed_Transmission.

The process on receiving a grant is described below:

	For x = 1 to Number_of_Queues

     Max_Allowed_Transmission = Min (BucketStatus_x, QueueStatus_x)   
- Update Bucket Status
     If Grant < Max_Allowed_Transmission then
          BucketStatus_x = BucketStatus_x - Grant



- Update Bucket Status
          QueueGrant_x = Grant





- Update Queue Grant
          END

     If Grant > Max_Allowed_Transmission then
          BucketStatus_x = BucketStatus_x - Max_Allowed_Transmission

- Update Bucket Status
          QueueGrant_x = Max_Allowed_Transmission



- Update Queue Grant
          Grant = Grant - Max_Allowed_Transmission



- Update the Grant 

Next x


Once the UE has completed the process of assigning the resources, the UE builds the uplink transmission.

4
Summary
This paper has provided a high level example of how this scheduling algorithm can be implemented. This paper also has described techniques such that the UE does not have to perform task each TTI which had previously been claimed. 
Further discussion is probably required on the complexity of the implementation for the UE, but from the above description it does not seem too complex.

