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1. Introduction

In RAN2#53, it was decided that only the RLC SDUs will be transferred and not the complete RLC context from the source eNodeB to target eNodeB during inter eNodeB handovers.  But whether the reordering of downlink SDUs will be performed by the target eNodeB or the PDCP layer of the UE is still undecided. In this paper, we address this issue and conclude that a reordering mechanism may be required at both the target eNodeB and the UE.
2. Reordering of RLC SDUs
It is expected that the packets are provided in sequence to the decompressor at the UE to achieve better header compression efficiency.  We believe that the tolerance of ROHC currently to out-of-order packets is not sufficient and hence necessitates a reordering mechanism. Therefore, the following options exist for the location of reordering mechanism for downlink RLC SDUs:
A. Target eNodeB only.

B. PDCP layer of the UE only.

C. Both the target eNodeB and the PDCP layer of the UE.

Drawbacks of Option A

Placement of the reordering mechanism at the target eNodeB alone may result in blocking of the over the air transmission to the UE.  For example, if the target eNodeB has received (either from the aGW or the source eNodeB) SDU# N and not SDU# N-1, it will have to wait until SDU# N-1 arrives or a timer expires indicating that SDU# N-1 is lost before scheduling SDU# N even if scheduling opportunities existed for the UE.  Such a scenario is not desirable and may lead to reduced throughput and poor user experience.  
Drawbacks of Option B

A reordering mechanism at the UE alone may sometimes cause the application to wait for packets unnecessarily leading to poor user experience.  As shown in Figure 1, the target eNodeB may receive packets in the order 1, 3, 4, 5, and 2. This sequence may occur, for example, if SDUs 1 and 2 are forwarded from the source eNodeB. SDU #1 arrives at the target eNodeB, and then 3,4,5 arrive from the aGW and then SDU#2 arrives from the target eNB. If the target eNodeB sends RLC SDUs in that order to the UE, then the PDCP layer will have to either wait for SDU#2 to arrive or a timer to expire at the UE before giving the SDUs 3, 4, and 5 to the decompressor. If  the flow is a real-time flow, the SDU discard timer at the target eNodeB may expire for SDU #2 by the time the target eNodeB transmits SDUs 3, 4, and, 5. However, if the target eNodeB had sent SDUs in order (i.e., 2, 3, 4, 5), none of the SDU discard timers may have expired. This results in additional packet loss that could have been avoided. For non-real time flows, option B will result in delayed ACKs to the TCP sender because SDU# 2 is delivered late to the UE. Because of this, the TCP window may grow slower than normal resulting in lower throughput. In the worst case, the TCP sender may timeout leading to unnecessary retransmissions and may move to slow start phase.
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Figure 1: Reordering at UE alone

Need for Option C

To overcome the drawbacks of options A and B, it is essential to have reordering mechanisms both at the target eNodeB and the UE.  In this scheme, the target eNodeB will only reorder the SDUs already present in the buffer, rather than, as described in option A, where the reordering is applied to all SDUs, including waiting for missing SDUs, and resulting in blocking the over-the air transmission. Therefore, the target eNodeB will only do reordering of SDUs in its buffer and will continue to schedule the SDUs if scheduling opportunities exist for the UE even if there are missing SDUs.  For example, as shown in Figure 2, the target eNodeB may contain SDUs 2, 1, 5, 4 in its buffer in that order.  It will transmit these SDUs in the order 1, 2, 4, and 5.  If SDU# 3 arrives before SDU# 4 is transmitted, then SDU# 3 will be transmitted earlier than SDU# 4. In short, the target eNodeB performs only local reordering of its buffer. As a result, the UE does not get SDUs out of order unnecessarily and can continue processing them as long as the SDUs are contiguous. 
However, there may be some SDUs missing in the target eNodeB’s buffer during the time of transmission and these may potentially arrive later. Hence, to take care of this, a reordering mechanism is also required at the UE.  In the above example, the UE may wait for a certain period to receive SDU# 3 before sending the SDUs 4 and 5 to the decompressor.
By performing only local reordering of the target eNodeB’s buffer, blocking of over the air transmission does not occur thereby mitigating the disadvantage of option A. In addition, the local reordering may result in many SDUs arriving in order at the UE and hence the UE, in many cases, does not have to wait for other SDUs before processing those in the buffer. 
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Figure 2: Local reordering at target eNodeB

3. Standardizing the need for reordering mechanism
Although the reordering mechanism may be implementation dependent, it may be necessary to standardize the need for reordering mechanism at both the UE and target eNodeB to obtain improved performance for LTE.  
As discussed in option C, the target eNodeB can perform local reordering of SDUs in its buffer before transmitting them over the air. Although this would give improved performance, the reordering mechanism can be simpler with some loss in performance. One such simple reordering mechanism is where the target eNodeB, among the SDUs in its buffer, sends the SDUs received from the source eNodeB before sending those received from the aGW.  If packets are reordered in the S1 or X2 interfaces, this simple scheme does not put them in order. In other words, this scheme ignores the potential reordering on S1 and X2 interfaces which will be anyway very minimal.  If we do not mandate even such a simple scheme, a large number of packets may arrive out of order at the UE resulting in out-of-order delivery of PDCP PDUs to the decompressor, even in the presence of a reordering mechanism at the PDCP layer of the UE. In the case of a real-time flow, SDU discard timers at the target eNodeB may expire for several packets.

It is also necessary to standardize, although obvious, the fact that the source eNodeB should forward the SDUs to the target eNodeB in the order that it has in its buffer i.e., the source eNodeB should start sending from the oldest SDU it received from the aGW.  
4. Conclusions
It is proposed to agree to the following points and include them in the TR.
· A reordering mechanism is necessary at both the target eNodeB and the PDCP layer of the UE to provide in-sequence delivery to the decompressor at the UE.

· The reordering mechanism at the target eNodeB can be implementation dependent but shall ensure that the air interface resources do not go idle when there are RLC SDUs available for transmission to the UE. It shall also ensure that the QoS of the service is not compromised. At a minimum, among the SDUs in its buffer, it shall send those received from the source eNodeB before sending those received from the aGW.
· During inter-eNodeB handovers, the source eNodeB shall forward the RLC SDUs to the target eNodeB in the order starting from the oldest SDU in its buffer.
