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1. Introduction

This document is intended to continue the ongoing process of analysing the contents of the system information in E-UTRAN.  With the email discussion after RAN2 meeting #54, the partition of fields into static (“primary”) and dynamic (“secondary”) portions is approaching stability; the focus of this document is on the implications of this arrangement for the system, particularly regarding the radio resource consumption of the system information.
2. Discussion

In the current understanding, the system information is divided into “primary” and “secondary” parts, carried on different transport channels whose types are still subject to discussion.  For purposes of this paper we describe these channels as “P-BCH” and “S-BCH”, while recognising that the secondary, especially, may not actually be carried on a BCH transport channel.

This division has also been discussed in terms of “static” and “dynamic” portions (with reference to allocation of radio resources, not to volatility of the field contents).  Other divisions of the system information have also been examined, e.g., according to the possibility of fields taking the same value across a group of cells; these additional dimensions are not considered in this paper, but could eventually require additional layers of structure on the involved channels.
2.1. Primary and Secondary Data

This section is a kind of sequel to [2], suggesting a division of the system information into primary and secondary channels.  Some errors in [2] are corrected here, and the organisation of data is intended to reflect the apparent convergence of the email discussion on the subject as reported in [5].  The differences here from the summary of that discussion are confined to a few specific fields.
The (equivalent of the) MIB is a significant unknown quantity for this analysis.  In UMTS, the MIB can be quite large, from 12 to 29 octets depending on deployment.  We might reasonably hope to simplify the SIB structure in LTE to produce a smaller MIB, and we therefore suggest 16 octets (128 bits) as a working estimate for its size.  However, it is not necessarily the case that all the scheduling information needs to be delivered on the P-BCH; it has been suggested that the P-BCH could contain only a short scheduling block of perhaps 12 bits, with the remainder on the S-BCH (but with a short scheduling cycle, so that it does not delay acquisition unreasonably).  The analysis below proceeds on this assumption, with the large scheduling block split between the P-BCH (12 bits) and S-BCH (116 bits).
The division of data is shown in Tables 1 and 2.

	Field
	Bits

	Short scheduling block
	12

	DL system bandwidth
	3

	UL system bandwidth
	3

	PLMN IDs
	24-120


	CP duration
	2

	System frame number
	12

	Frame number within S-BCH TTI
	4

	TDD switching configuration
	4

	Cell barring status and radio access limitations
	17

	Tracking area IDs
	64


	Number of physical control channels
	6

	Number of DL Tx antennas
	3

	DL/UL precoding matrices
	6

	DL/UL subband information
	40

	Value tag
	4

	CRC
	16

	Total Payload
	222


Table 1: Primary BCH data

While the data on the primary BCH are of essentially static size (with the exceptions noted in the table), the secondary data in table 2 are more subject to deployment parameters.  Table 2 assumes a deployment in which the serving cell has X2 neighbouring cells belonging to X1 PLMNs.  (A third unknown, X3, is used for the size of the positioning data.  It will prove to have little impact on the analysis, but could be quite large; the existing A-GPS data in UMTS SIBs 15/15.1-4 can exceed 15000 bits!)  Where a range can be estimated (generally based on the equivalent UMTS fields), the table shows the middle value.

	Field
	Bits

	MIB
	116

	RACH parameters
	12

	Cell selection/re-selection parameters
	70 (range 60-80?)

	UE Timers
	100

	Secondary NAS parameters
	76

	Measurement control information (cell info)
	X2 * 30 (range 20-40?)

	Positioning
	64 + X3

	PLMN IDs of neighbouring cells
	24*X1 (unrealistically high)

	Service parameters (e.g., presence of E-MBMS)
	16

	CRC
	16

	Total Payload
	470 + X3 + (X2*30) + (X1*24)


Table 2: Secondary BCH data

Obviously X1 and X2 depend on deployment, and X3 is probably irrelevant because the positioning data can be delivered slowly.  The list of neighbouring PLMN IDs has an unrealistically large size here; the simplest signalling format imaginable would require 24*X1 bits, but clearly we can do much better with negligible effort.

A plausible range of deployment scenarios appears in Table 3.  Each frequency layer is assumed to contain 19 neighbouring cells (2 tiers in a hex lattice), and the positioning data are neglected in computing the S-BCH sizes.

	Scenario
	X1
	X2
	Comments
	S-BCH bits

	Light
	0
	38
	1 frequency, 1 additional RAT, no other neighbours
	1546

	Moderate
	2
	95
	2 frequencies in serving PLMN, 2 neighbouring PLMNs with 1 frequency each, 1 additional RAT
	3304

	Heavy
	4
	152
	2 frequencies, 4 neighbouring PLMNs with 1 frequency each, 2 additional RATs
	5060


Table 3: Deployment scenarios

These deployment scenarios appear to cover a reasonable range, though even the “heavy” scenario is probably not safe as a hard upper bound.  However, based on table 3, we suggest that the largest “normal” S-BCH could be considered to be in the range of 5000 bits.

2.2. Cycles and Data Rates

2.2.1. Primary BCH

The P-BCH is confined to a 1.25-MHz band, and needs a short cycle time for rapid acquisition.  (For simplicity, we assume that all P-BCH fields are delivered on the same cycle.)  With a 10-ms cycle, for instance, and using the values from Section 2.1, the channel would need to offer a data rate of 22.2 kbps.  This rate is of course quite achievable in 1.25 MHz.  Figure 1 shows the (theoretical) relationship between SNR and data rate for various modulation schemes; assuming that the target SNR is -6 dB, the data rate before coding would be approximately 0.3 bps/Hz, meaning that the 1.25-MHz band could offer 125 kbps to upper layers with a rate 1/3 code.
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Figure 1: Effect of SNR on data rate for various modulation schemes (theoretical capacity)

The smallest supported carrier bandwidth is 1.25 MHz; that is, the P-BCH would occupy the entire carrier for certain timeslots.  In this case the P-BCH would consume 17.8% of the carrier, a fairly high overhead but not an obviously insupportable one.  Moreover, it might be hoped that in a limited-bandwidth system some simplifications could be made that would reduce the size of the P-BCH—for instance, it is not clear that 40 bits of subband information could be useful to such a system—and this possibility should be a focus of future study.
2.2.2. Secondary BCH

As usual, the secondary BCH is more complicated.  In a 1.25-MHz system, the entire carrier after inclusion of the P-BCH offers approximately 103 kbps.  Referring to the scenarios of Table 3, the “light” S-BCH could then be transmitted in 15 ms, the “medium” one in 32 ms, and the “heavy” one in 49 ms.

The overhead then depends on the S-BCH cycle.  Assuming that all S-BCH data are delivered on the same cycle, Figure 2 shows the total BCH overhead (including the fixed ~18% for the P-BCH) in a 1.25-MHz carrier, with S-BCH cycles from 50 to 500 ms, for the three deployment scenarios.

Note that the total overhead is an inverse-linear function of the total bandwidth; although the P-BCH is confined to a fixed 1.25-MHz band, the fraction of the complete carrier that it occupies is still a function of the carrier size.
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Figure 2: BCH overhead in a 1.25-MHz carrier
In wider carriers, the overhead quickly becomes reasonable even for short cycle times.  However, the results shown for a narrow carrier suggest that significant compromises would be necessary to support dense deployment environments on such a carrier, and even the lighter scenarios require rather long delivery cycles to bring the overhead much below 30%.  Approaches to control the problem might include reducing the list of neighbouring cells for the measurement system, lengthening the S-BCH cycle and accepting the performance implications, or simply tolerating very high overhead.
More generally, however, there is no obvious reason why all S-BCH data should be transmitted on the same cycle.  As already noted, positioning information (not included in the above analysis) can be delivered slowly, and we anticipate that these parameters would be sent in a separate SIB (or similar container), almost certainly segmented, with a long periodicity.  By the same token, the neighbour list that dominates the S-BCH could be sent with a longer cycle than the other parameters.

This analysis suggests a natural division of the S-BCH data into three groups:

· Group 1: MIB, RACH parameters, secondary NAS parameters, UE timers, cell selection/reselection info, service parameters (390 bits, short cycle)

· Group 2: measurement system information (up to ~5000 bits, long cycle)

· Group 3: positioning information (potentially over 15000 bits, very long cycle)

These “groups” do not necessarily correspond to single SIBs; for instance, it might be desirable to split up Group 1 so that changes in the RACH parameters do not force reacquisition of the other fields and to allow separate transmission of the MIB.  It is clear that Group 3, the positioning data, can be delivered with a very long cycle time.  The complexities associated with Group 2 will be described in the next section.
2.3. The Problem of the Neighbour List

Although a long transmission cycle could be used for measurement system information, the length of the cycle is limited by performance concerns, and the list of neighbouring cells can become almost arbitrarily large; thus it is not clear that simply extending the cycle can always make the list manageable.  In UMTS, this list was sent in a single SIB (11 or 12); its size has become a well-known problem in practice, and the situation will only get worse in LTE, with a richer “ecosystem” of deployments and the need to interact with more RATs.

Even an exceedingly large neighbour list could be delivered in tolerable overhead with a short cycle time, provided the carrier is very wide.  In narrower-band deployments, this cavalier “live with it” approach will not be feasible.  Either the list must be made smaller, the cycle time must be rather long, or the effective data rate must be somehow raised.

A uniformly long cycle for this information is not very desirable, because the cycle time of the measurement information is important in mobility—one can imagine a UE “stranded” in a cell after an ill-advised reselection, waiting for measurement information as the signal fades.  However, the lists could conceivably be split up and delivered on different cycles—e.g., 50 ms for intra- and inter-frequency cells, 500 ms for inter-RAT cells.  The exact periodicities should be as flexible as possible to allow for different limiting factors in specific deployments.  This approach cannot be carried too far, since it will eventually interfere with UE mobility (as well as introducing a certain amount of complexity in deployment).
The list could be made somewhat smaller through optimised signalling formats.  This effort will undoubtedly be made in any case, and it is an important area for progress but probably not a complete solution by itself.  The very high overheads shown in Figure 2 seem likely to be more than mere signalling optimisation can cope with.  As an extreme signalling optimisation, narrowband systems might opt to simply omit some neighbouring cells from the lists, accepting the consequent mobility costs.
The only evident way to improve broadcast SNR is through SFN transmission.  It is not obvious how this could be used with the neighbour list, since it is somewhat cell-specific; however, nearby cells do have many neighbours in common, and it is at least conceivable that neighbouring cell lists could be partially or entirely aligned in groups of a few cells.  In another contribution ([3]), we address the data-rate benefits of regional SFN transmissions, and it would be worthwhile to investigate whether such an approach can be made to apply to the neighbour lists.
An additional approach, compatible with the others, is to make blind detection of neighbouring cells more integral to the cell-search process.  In UMTS detected cells are somewhat incidental to “normal” cell-search processes; the assumption is that the UE generally knows the identities of neighbouring cells.  Reducing the reliance on this assumption would mean that the neighbour list became less critical, so that networks would have more freedom to limit the size of the neighbour list or to transmit it over a longer cycle.
In sum, there is probably no single solution to the difficulties created by large lists of neighbouring cells for measurement.  Rather, a variety of the techniques described (and perhaps others), each offering incremental improvements, will need to be combined. 

3. Conclusion

The developing consensus on the structure of the system information leads to situations in which the primary and (especially) secondary BCHs can consume a significant fraction of the radio resources of a system.  The problem is not acute on wider-band carriers, but it can become quite severe on a narrow carrier or in very demanding cases such as complex deployments with many neighbouring cells.
The information for the secondary BCH falls into three categories:

	
	Time-criticality
	Data size
	Delivery cycle

	MIB, RACH params, NAS params, timers, cell selection, service params
	High (needed for access)
	Moderate (hundreds of bits)
	Short

	Measurement information
	Moderate (mobility)
	Large (thousands of bits)
	Medium/long

	Positioning information
	Very low
	Staggeringly huge
	Very long


Table 4: Proposed categorisation of S-BCH fields

These categories could correspond to separate messages (comparable to SIBs or groups of SIBs) on the S-BCH.

There are tradeoffs associated with the management of very large bodies of measurement system information, which could be addressed by a combination of clever signalling formats, increased SNR, and more use of detected cells.
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� A single network could be shared among several PLMNs, whence the range of sizes for the PLMN ID(s) in the table.  In the following analysis we generally assume a single PLMN, but it should be borne in mind that the P-BCH could be a few tens of bits larger due to network sharing.


� The possibility of multiple tracking-area IDs for one cell presents something of a conundrum, because it is unclear what would constitute a “normal” deployment.  The analysis in [4] suggests that additional “layers” of tracking areas offer benefits up to at least 8 layers, so a cell’s list of TA IDs could presumably be as large as 128 bits.  For this analysis we have opted to split the difference and assume a size of 64 bits (4 TAs per cell), but this is a highly uncertain assumption with the potential for significant impact.





