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Introduction and Discussion
It is possible for the radio access network to exploit certain characteristics of IP traffic when making scheduling decisions. This is particularly important with respect to uplink traffic where there is normally a delay between the UE sending scheduling information and subsequently being granted transmission resources. In certain cases this delay can be eliminated or can be substantially reduced. 
This paper discusses how certain characteristics of TCP may be exploited by scheduling. It may also be possible to extend the discussion to other types of IP traffic.
1.1
Predictive Allocation

Today the majority of Internet traffic is carried via TCP/IP[1]. Figure 1 shows a typical flow of messages based upon the UE sending scheduling information and subsequent grant of uplink transmission resources.
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Figure 1.1.1: Message flow based on receipt of scheduling information before grant of uplink transmission resource.

If uplink transmission resources are not pre-allocated to the UE there may be an increase in delay for the ACK transmission and a corresponding increase in the TCP round trip time.  This is due to the delay between the ACK being placed in the UE’s output buffer, scheduling information being sent and receipt of a grant of transmission resources.

One way of reducing transmission delay, reducing round trip time and improving throughput is for the Node B to persistently schedule (provide a long lived allocation) uplink resources for TCP ACK traffic.  Note that this is one approach for UTRA HSDPA where an associated UL DCH may be used.  However, for the LTE system, the uplink utilises orthogonal resources and so persistent scheduling may not be an efficient way to support a large number of TCP users.  With persistent scheduling, either the number of simultaneously-active users is restricted (in conflict with the LTE requirements [1] and wasteful of transmission resources for bursty uplink traffic sources), or the uplink bandwidth offered to each user is very low (resulting in larger delays).
Another way of reducing transmission delay, reducing round trip time and improving throughput (but without the need for persistent scheduling) is for the radio access network to exploit the TCP predictive nature of  TCP ACKs [2, 3 , 4]. TCP SACK[9] is used in most of the “modern” TCP stacks and the client typically sends a stand alone ACK for every data segment received . This enables the scheduler to speculatively allocate uplink resources such that they coincide with the timing of the TCP ACK transmission.  This type of speculative allocation can be made more efficient than the less intelligent speculative allocation mechanism represented by persistent scheduling, as the resource grants become more correlated with the profile of the actual traffic. Figure 2 shows a typical message flow where the radio access network grants uplink transmission resources every TCP data segment sent to the UE.


[image: image2]
Figure 1.1.2: Radio access network grants uplink transmission resources every 2nd TCP data segment sent downlink

In SAE [5] IP header compression and ciphering are performed in the AGw. The eNode-B would need to be explicitly informed by the AGw that the radio bearer is carrying TCP traffic in order to persistently schedule resource for uplink TCP ACKs or to exploit the speculative allocation of radio resources. To exploit the speculative allocation of radio resources, the eNode-B would also need to have some means of determining if a TCP PDU has a data payload (for example: a simple rule could be for the eNode-B to assume that any SDU received that is longer than 100 octets is an encoding of a TCP PDU having a data payload)
. The eNode-B could then grant uplink transmission resources every packet sent downlink which has a payload greater than a certain size, even though the resource allocation scheme might be imperfect.
1.2
Prioritisation of ACKs

When several TCP flows [1] are mapped  to a single SAE bearer and when multiple TCP connections exist for both UL and DL direction (i.e. the UE acts simultaneously as TCP server and client) or simply packets from other flows are mapped to the same uplink/downlink SAE bearer then ACKs from the TCP flows are interleaved with data PDUs. One TCP connection is able to send data (up to the agreed transmit window) filling up the transmit buffer and thus delaying transmission of ACKs to transmissions in reverse direction (see Sections 3.2 and 3.3 of [7]). The issue is illustrated by Figure 1.2.1.
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Figure 1.2.1: ACK transmission delayed due to sending of TCP data.

Applications therefore perceive poor network performance due to the high round trip time. This affects adversely the overall TCP performance.  One way that this can be avoided is to place ACKs in a separate higher priority FIFO to that used for TCP data (see Section 5.4.1 of [7]). This is illustrated by Figure 1.2.2. 
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Figure 1.2.2: Round trip time reduced via use of a high priority ACK FIFO

Using a separate FIFO corresponds to using a separate higher priority radio bearer. The ACK radio bearer can be associated with several radio bearers used to support TCP transmission and reception. Using a separate FIFO can typically increase throughput by between 70% and 200% (the higher values are obtained if the UL/DL resource allocation is highly asymmetric).
In SAE, the current working assumption is that one SAE Radio Bearer is mapped to one SAE Access Bearer (see Section 7.12.5 of [8]). This means that a separate high priority SAE Access Bearer would be required for transmission of ACKs. It also means that an association indication between uplink and downlink between uplink and downlink SAE bearers corresponding to the same data flows (e.g. uplink ACK transmission and downlink TCP data segments).
2
Proposal
RAN2 is requested to
1. Agree the principle of enabling TCP/IP aware scheduling to be provided by the eNode-B
2. Agree that an indication should be provided to the eNode-B of the transport protocol used in the flow/SAE bearer. This may be conveyed to the eNode-B via in-band or out-band signalling over the S1 interface or simply by using the already agreed in SA#2 “label” concept. 
3. Verify the assumption that separate SDUs, where each SDU corresponds to a user’s compressed/ciphered IP packet, are transmitted/received via the S1 interface.
4. To discuss with RAN3 and SA2 
· points 1 and 2.
· the principle of using a separate SAE Access Bearer for TCP ACKs
3.
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� It is assumed that the eNode-B can determine the length of each SDU and that the e-NodeB does not just receive a continuous stream of  concatenated compressed/ciphered IP packets.
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