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Discussion and decision
1 Introduction

In 3GPP, currently 2 issues are discussed which heavily rely on how TCP will be able to handle the occurrence of potentially larger back-to-back packet losses:

1. Need for intra-LTE forward handover
· Is support for a forward handover procedure required for handling the intra-LTE cell loss case, in order avoid IP packet loss for this case ? 

2. Packet forwarding at Inter RAT mobility
· Do we need to be able to introduce mechanisms at inter-RAT mobility which ensure no data loss ?
The need for introducing these mechanisms in the 3GPP specifications will roughly depend on 2 aspects:

a) Occurrence of the specific event (intra-LTE cell loss and inter-RAT mobility respectively).

b) Impact on application performance, the application in many cases being TCP.

When TCP can cope with larger packet loss in an efficient way, the need for introducing both mechanisms in 3GPP is reduced: when TCP would have problems with this type of larger back-to-back loss, 3GPP has more incentive to introduce both mechanisms.

This contribution focuses on the impact of back-to-back packet loss in TCP. Section 2 discusses which TCP variant should be assumed as a baseline. Section 3 discusses several inputs that have been made already in this area to 3GPP in both RAN and other groups. Section 4 describes our own simulation results in this area. Finally section 5 discusses how to continue on this subject.
2. Which TCP ?
As is generally known, TCP comes in many variants (Tahoe, Reno, NewReno, SACK and a number of implementation variants). Therefore it is not always easy to talk about “the TCP behaviour”. However thanks to the work of a.o. people at the ICSI, it is possible to make some assumptions on the “dominant TCP behaviour” when it comes to TCP congestion control.
In ref[1], from 2001, the TCP variant “newReno” was determined to be the dominant TCP variant supported by TCP servers on the Internet (42%). Although also some 40% of the servers did indicate SACK support, the amount of servers with a usefull SACK implementation was much smaller (12%).
However only 3 years later, in 2004 already 68% of TCP servers supports SACK and most of them make use of the SACK block information.

Given this relatively fast “market penetration” of SACK at Internet server side, assuming that we can enforce to a large extend the TCP behaviour of the client, and considering that large scale commercial deployment of LTE is still some years away, it seems reasonable to assume that in the LTE timeframe SACK will be the predominant TCP congestion control mechanism. So we have assumed that for LTE, the behaviour as described RFC3517 (and associated RFC’s) is the main TCP behaviour to consider.
3. Previous 3GPP contributions
Several interesting contributions have already be submitted to 3GPP on this subject:

Ref [3] has looked at the TCP behaviour in case of larger packet loss. The analysis in ref[3] is  based on “TCP Reno with SACK enabled” (according to appendix 4.1) and provided the following worst case figures
:
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Figure 1: TCP recovery times from [3].

The figure shows the TCP recovery time (when TCP is running again at the same rate as before) for a number of different rates (1,5,10, 20 and 100Mbps) and Internet RTT’s (10, 50 and 100ms). As can be seen in this figure, e.g. at a rate of 1Mbps, recovery would always be within a about 1 second
.
Based on the analysis in [3], and taking into account the expected very low expected occurence level of cell loss in DRX and non-DRX cases, ref [4] argues that support for forward handover is not required in LTE since the percentage of time that TCP would be involved in receovery would be small (<1%) in realistic scenarios. 
Ref[5] provides a more detailed analysis for the inter-RAT case and provides the following results:
	
	Forwarding
	Bi-casting

	1 Mbps -> 10 Mbps,
10 ms Internet RTT
	0-0.2 sec.
	0-0.3 sec.

	1 Mbps -> 100 Mbps
10 ms Internet RTT
	2.5-3.2 sec.
	2.9-3.3 sec.

	1 Mbps -> 10 Mbps
100 ms Internet RTT
	5.4-8.6 sec.
	7.8-9.3 sec.


Table 1: TCP convergence time
- with rate increase WCDMA -> LTE HO –

Figure 2: TCP convergence times (with rate changes) from [5].

	
	WCDMA -> LTE
	LTE -> WCDMA

	
	Forwarding
	Bi-casting
	Forwarding
	Bi-casting

	1 Mbps -> 1 Mbps,
10 ms Internet RTT
	0 sec.
	0-0.03 sec.
	0-0.4 sec.
	0-0.5 sec.

	5 Mbps -> 5 Mbps
10 ms Internet RTT
	0 sec.
	0-0.06 sec.
	0-1.9 sec.
	0.9-2.2 sec.

	1 Mbps -> 1 Mbps
100 ms Internet RTT
	0 sec.
	0-0.3 sec.
	0-0.8 sec.
	0-1.6 sec.


Table 2: TCP convergence time
– without rate change –

Figure 3: TCP convergence times (without rate changes) from [5].

E.g. table 2 from [5] shows that with TCP going from 5Mbps in W-CDMA to 5Mbps in LTE, still a non-forwarding solution (which results in a loss of all data in the source RAN) will result in TCP recovery within 2.2s.
4. Simulation results
As can be seen from the above, assumed TCP recovery times are an important input for the design of several 3GPP LTE features. Therefore we also attempted to simulate the TCP behaviour in case of Inter-RAT handover (LTE->UMTS).
For all simulated cases, we looked at a forwarding case (in which data not delivered by the ENB was forwarded to UMTS) and a bicasting case (anchor starts to bicast data to both RAT’s at some point before the handover takes place).

The detailed simulation assumptions can be found in appendix A. In appendix B we also show a more detailed simulation sequence. As is indicated in appendix B, we do not yet fully understand the obtained results and will continue our analysis.
	Wireline speed
	Same as RF BW
	155Mbps

	HO scheme
	Forwarding
	Bi-casting
	Forwarding
	Bi-casting

	1Mbps -> 1Mbps

10ms Internet RTT
	0 / 0.15
	1 / 0.9
	0 / 0.15
	41 / 9.3

	5Mbps -> 5Mbps
10ms Internet RTT
	0 / 0.15
	0 / 0.15
	0 / 0.15
	35 / 7.71

	1Mbps -> 1Mbps
100ms Internet RTT
	0 / 0.15
	2 / 1.41
	0 / 0.15
	33 / 8.55

	10Mbps->10Mbps
10ms Internet RTT
	0 / 0.15
	0 / 0.15
	0/0
	26 / 5.73


Figure 4: No rate change simulations - 10ms pre-bicasting (#TCP retrans/TCP convergence time)
The results in figure 4 are obtained while assuming that the anchor node is able to start bicasting 10ms before the actual handover takes place. For each case the number of TCP retransmissions as well as the time it takes for TCP to be running again at the same rate as before are indicated.
Figure 4 also the results for 2 different cases;

“Same as RF”:
The BW obtained on S1 to the ENB is assumed to be the same as the rate on the RF. As a result, buffering will take place mainly above the ENB.

“155Mbps”
On S1 a rate of 155Mbps is supported. As a result, the radio starts to work as a bottleneck, which has a result that a main part of the TCP congestion window packets is buffered at the ENB.

Figure 5 shows additional results, but now for cases in which the rate is changed.

	Wireline speed
	Same as RF BW
	155Mbps

	HO scheme
	Forwarding
	Bi-casting
	Forwarding
	Bi-casting

	1Mbps -> 10Mbps

10ms Internet RTT
	0 / 0.15
	1 / 0.27
	0 / 0.15
	41 / 9.3

	1Mbps -> 100Mbps
10ms Internet RTT
	0 / 0.21
	1 / 0.69
	0 / 0.21
	41 / 9.81

	1Mbps -> 10Mbps
100ms Inetrnet RTT
	0 / 0.21
	1 / 0.27
	0 / 0.21
	41 / 9.3


Figure 5: Rate change simulations - 10ms pre-bicasting (#TCP retrans/TCP convergence time)
Note1:

For the 155Mbps case, a considerable number of packets is assumed to be buffered/lost at the ENB. E.g. 41 packets corresponds to several hundred ms at 1Mbps. One could argue that an ENB implementation should limit its buffering. E.g. if the ENB would deliberately discard a packet when its buffer is a bit more than 1 RTTnon-loaded. TCP should recover from such packet discarding within a bit more than 1 RTT and thus while limiting ENB buffering, the TCP rate would hardly be impacted. However problem with this type of solution is up to what extend the ENB is able to determine the RTTnon-loaded.
Note 2:
One could argue that instead of starting the bicasting at the start of the handover execution phase, the anchor could start buffering (and later transmission to target RAT) of data during the handover preparation phase. We assumed that such an approach would gain something like 40ms additional buffering time. Our simulations did not show significant improvement with such an approach. E.g. for the (1Mbps->1Mbps, 10ms Internet RTT) we obtained a convergence time of 8.91s, and for (1Mbps->1Mbps, 100ms Internet RTT) we obtained a convergence time of 8.19s.

5. Conclusions

Comparing the obtained bicasting results from section 4 with results indicated in [5], the results seem similar/better for the case the S1 BW is the same as the RF BW. However when the S1 BW is much higher, the obtained recovery times are considerably worse in most cases.

Although we would strongly prefer simple solutions for LTE (i.e. no forward handover and no forwarding of data at Inter-RAT handover), we think it is important for 3GPP, before deciding to introduce/not to introduce certain mechanisms, to establish a common understanding w.r.t. the impact of back-to-back packet loss on TCP performance. This seems more important for deciding on the inter-RAT handling than for the intra-LTE cell loss: 

· According to our understanding, [4] already used a quite large TCP recovery time based on [3] of around 9 seconds. Therefore the main reason why [4] can propose to not have forward handovers is related to the low occurrence level of the cell loss event for DRX ==100ms (> once every 9 min) or the expected low packet loss probability in case of a DRX==1s, and not based on assuming a very aggressive TCP recovery time.

· Since inter-RAT handover might occur much more frequently than once every 9 minutes, the issue is assumed to be more critical for the Inter-RAT handover.
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Appendix A: Simulation environment & Assumptions

Figure A1 shows the assume simulation model:
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Figure A.1: Simulation model

Although the modelled architecture might not be the most realistic, this is assumed not to impact the simulation results significantly.

General simulation assumptions:

· FTP downloading to UE with file size 20MBytes 

· TCP Version: New Reno with SACK (as provided by OPNET)

· All links are 155Mbps, apart from the RF and the S1 which differ per simulation
· Receiver buffer size: 65,536Bytes

· Initial TimeOut: 1sec,  Minimum Timeout : 0.2sec

· FTP start time:  60 sec

· Downlink transmission stop time @ eNB:  90 sec (UE executes handover)
· Path switching time @ inter AS anchor: 90.1 sec (100ms inter-RAT handover interruption time)
· Downlink transmission start time @ 2G/3G node: 90.1 sec 

Bi-casting:
· Inter AS anchor start bi-cast the DL packets when it receives ‘HO preparation complete’ from the target system.

· 2G/3G start to send buffered data when UE switches to the 2G/3G system.

· Possibility of data loss

· data arrived/not transmitted in ENB before bicasting start 

· Possibility of duplicate transmission

· data arrived/transmitted in ENB after bicasting start

· Bicasting start time : 

a) 89.99 sec (10ms before UE moves to target RAT, buffering starts) 

b) 89.95 sec (50ms before UE moves to target RAT, buffering starts).
Forwarding:
· ENB starts to forward buffered(& not acknowledged) data to 2G/3G after HO command transmission (with deciphering/decompression in CN)
· 2G/3G send data when UE switches to 2G/3G system
· Partial Reordering at 2G/3G node 

a) Each queue from eNB/UPE and Inter AS anchor (Two queues) 

b) Queue from eNB/UPE has high priority for RF transmission
Appendix B: Detailed simulation output

Figure B1 shows a more detailed simulation output for the case of (1Mbps->1Mbps, 10ms Internet RTT).

[image: image2]
Figure B1: Simulation results for (1Mbps->1Mbps; 10ms RTT)
The top two figures are for the 155Mbps S1 case, the lower 2 for the case the S1 throughput is equal to the RF rate.

Especially the top 2 figures are interesting, since they show a case of long recovery: what can be seen w.r.t. TCP behaviour after the loss is a gap of around 1s of no activity, followed by a newReno type of recovery of 1 packet per RTT. However note that we have enabled SACK.

In a first attempt to interprete the behaviour indicated in figure B1, we assume that the halving of the cwnd at the moment the loss is detected at the transmitter, does not leave sufficient room to transmit retransmissions due to the large amount of data in the “pipe”. For the same reason, the function “IsLost()” of RFC3517 might not detect any new loss for quite some time. As a result a TCP timeout will occur which reduces the congestion window to a very low level. It is unclear to us why no increase of the congestion window takes place during the loss recovery.
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� Worst case is the case that the cwnd just before the loss is actually at the minimum level to achieve the end-to-end rate (cwnd==BDP).


� The results from [3] are a bit difficult to compare because it is not really clear (at least to us) how much packets were really lost.
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