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1 Introduction

HARQ assisted ARQ operation has been discussed in the previous RAN2 meetings. This contribution presents simulation results on how much gain would be brought by the local NACK mechanism. 
2 Simulation Results
Largely two schemes have been proposed as HARQ assisted ARQ operations.

· Local NACK triggered when the HARQ transmitter fails to transmit a packet after maximum retransmission limit.

· Local NACK triggered when NACK/ACK error is reported from the receiver.   

From now on, let’s denote the former one as local NACK type 1 and the latter on as local NACK type 2.

The simulation assumptions not related to the radio aspect are shown in the table 1 and the radio specific assumptions are presented in the Annex. 

Table 1: Simulation assumptions non radio specific.
	Base Simulation Parameters

	FTP
	Transfer File Size 
	20Mbytes

	TCP
	Receive buffer Size (Bytes)
	6.5 MByte/ 65 Kbyte

	
	Congestion control
	Reno

	
	Initial TimeOut
	200ms

	
	TCP segment size
	1500 Byte

	Layer 2
	TTI
	0.5 msec

	
	SDU Discard Timer
	10 sec

	
	Status report
	100ms (periodic)

	
	In-Sequence Delivery
	ON

	
	RLC Payload size
	N*40bytes (cf. Header 3bytes)

	
	Prob. of ACK/NACK Error
	1.00E-03

	
	Bandwidth (in radio)
	384Kbps/ 32Mbps 

	
	Prop. Delay between eNB and FTP Server
	50 msec


Two metrics are measured, RLC recovery delay and FTP response time. RLC recovery delay is the delay between the moment a RLC PDU is lost and the moment the lost RLC PDU is recovered by the receiver. Those PDUs successfully received without ARQ retransmissions are not counted. FTP response time is the time taken for the 20 Mbyte file to be completely downloaded to the UE. 
Table 2: Simulation results 
	
	Traffic BW = 32 Mbps, TCP buffer = 6.5 Mbyte
	Traffic BW = 384 Kbps, TCP buffer = 65 Kbyte

	
	RLC recovery delay
	FTP resp. time
	RLC recovery delay
	FTP resp. time

	No local NACK
	89 msec
	33.314 sec
	75 msec
	461.171 sec

	Local NACK 1 
	25 msec
	27.061 sec
	20 msec
	461.113 sec

	Local NACK 1 + local NACK 2
	19 msec
	27.030 sec
	16 msec
	461.109 sec


Table 2 is the simulation results, and the followings might be worthy to be noted.
· Enhancement in FTP response time is significant in the high bit rate case. 

· In the high bit rate case, local NACK 1 enhances both FTP response time and RLC recovery delay significantly, but local NACK 2 enhances the RLC recovery delay considerably, but the FTP response time very little.
· The first effect of the Local NACK mechanism is the reduced RLC recovery delay, and this could potentially lead to the FTP response time reduction, because it will reduce the number of TCP timeout occurance.

· In the results, RLC recovery delay without local NACK mechanism is 89 msec, and this additional delay triggers TCP timeout sometimes, which in turn enforce the TCP sender to get into the congestion avoidance phase. But RLC recovery delay with local NACK type 1 is only 25 msec, which is sufficiently short so that TCP transmitter is not affected. 
· In the low bit rate case, both local NACK 1 and local NACK 2 reduce the RLC retransmission delay, but not the FTP response time. It’s because RTT is relatively high in low bit rate case, so the recovery delay reduction in RLC level does not impact the TCP timeout timer adaptation. Consequently TCP sender will not get into the congestion avoidance phase even when longer RLC recovery delay is added. 
3 Conclusion

It has been shown that local NACK 1 brings a significant gain both in FTP response time and in RLC recovery delay in high bit rate case. Yet the gain from local NACK 2 is a bit unclear so the followings are proposed.
· RAN2 to adopt local NACK 1 as the working assumption.

· RAN2 to evaluate the benefit of local NACK 2 further before making decision on it. 

<Annex>. Simulation Assumption 

Table 3: OFDM Parameters
	Parameter
	Assumption

	TTI duration (msec)
	0.5

	FFT size
	1024

	OFDM sample rate (Msamples/sec)
	15.36

	CP duration ((sec/ samples)
	(4.75/73) ( 6, (4.82/74) ( 1

	Subcarrier separation (kHz)
	15

	# of OFDM symbols per TTI
	7

	OFDM symbol duration ((sec)
	66.67

	# of useful subcarriers per OFDM symbol
	600

	Transmission bandwidth (MHz)
	9.015

	Bandwidth for Resource Block (KHz)
	375

	Number of resource blocks
	24


Table 4 System simulation parameters
	Parameter
	Assumption

	Cellular layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Inter-site distance
	500 m

	Minimum distance between UE and cell
	35 m

	Distance dependent path loss
	128.1 + 37.6log10(R), R in kilometers

	Antenna pattern
	70 deg (-3 dB) with 20 dB front-to-back ratio

	Total BS Tx power
	43 dBm (20 W)

	Penetration loss
	20 dB

	Standard deviation of slow fading
	8 dB

	Shadowing correlation between cells / sectors
	0.5 / 1.0

	Carrier frequency
	2000 MHz

	BS/UE antenna gain
	14 dB / 0dBi

	UE noise figure
	9 dB

	Thermal noise density
	-174 dBm/Hz

	Overhead channel (pilot and other control channels)
	20 % of subcarriers

	Modulation scheme and Channel coding rate
	9 MCS levels

	Control delay in scheduling and AMC
	1.5 msec (3 sub-frames)

	Scheduling algorithm
	Proportional Fair scheduling

	Effective SIR mapping function
	Exponential Effective SIR Mapping

	Packet combining method in hybrid ARQ
	Chase combining

	Number of receiver antennas
	2

	Traffic model
	Full queue traffic

	Frequency re-use
	1

	Channel model
	Typical Urban

	UE speed
	30km/h

	CQI feedback scheme
	SNR per all resource blocks

1. 

	CQI feedback period
	5ms (10 TTIs)

	CQI feedback delay
	4 TTI










































































