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1 Introduction

During the RAN2 meeting a number of proposals were presented under agenda item 9.2 related to scheduling; in particular scheduling in the UL. In the context of the presentation and discussion of R2‑061915 the following was captured in the minutes of the meeting.
Scheduling:

Per UE assignment (for one allocation type) i.e. no per RB allocation

· But RB restrictions can apply for certain assignment e.g. for long lived assignments

Per “group of RB” measurement reporting. Groups defined by e.g. RRC

Each RB has a priority. UE serves RB in priority order.

This has to be refined for e.g. starvation avoidance, “free ride”, better control of non-GBR RBs, etc. Way forward is to agree on a list of scenarios and look at pros/cons of various proposals, such as:

· Change (“flip”) dynamically the priority list for RBs

· Define minimum rates per RB

· Define maximum rates per RB

· Consider that there is no problem

This paper summarizes the discussion on the mechanisms to avoid the undesirable effects mentioned above and the pros/cons of those mechanisms. The discussion is based on the assumption of per group of RB measurement reporting and per UE scheduling. We only consider the scenario where the resources allocated by the network to a particular UE are more than that required for the sum of the guaranteed bit rates of GBR RBs. It is FFS to determine the extent to which undesirable effects such as starvation should be mitigated when there are insufficient resources. 
We note that the “free ride” effect is a specific manifestation of the more general unfairness problem, where the RBs of same priority across two UEs obtain different allocations. This “free ride” effect is mitigated to some extent by per group of RB measurement reporting instead of per UE reporting because only the low priority RBs within a RB group can hitch a free ride.
2 Discussion
2.1 Operator controlled RB Prioritization from eNodeB
In this solution the UE uses absolute priorities to prioritize between bearers. A default configuration order between RBs is configured at RB setup but this priority order can be  modified by the network through MAC or RRC signalling when needed. In order to minimize signalling a number of priority orders can be preconfigured by the network and the desired priority order can be changed by signalling a short index to the configured list. In addition, GBR and MBR enforcement is located in the eNodeB.

Pros

1. If the network realizes that some RBs at the UE are starved, it can change the priority order by sending a different QoS indicator.

2. Good fairness control of RBs across UEs can be obtained. The operator can define and enforce GBR and MBR from eNode B.
3. UE complexity is low since the scheduler only needs to consider absolute priorities

4. UE conformance testing is simple and the outcome of the absolute priory scheduling is deterministic

Cons

1.  Requires a starvation detection function in the eNB.
2. When starvation occurs, QoS indicators need to be transmitted over the air leading to increased downlink signalling.

3. The amount of signalling depends on the required QoS granularity, if a fine granularity of the QoS is desired the signalling will increase 
2.2 Predefined priority schedule 
In this solution the UE uses absolute priorities to prioritize between bearers. A "priority schedule" is configured in the UE via RRC such that the priority of different RBs changes over time according to the configured schedule (e.g. a RB can have lowest priority in 8 out of 10 transmission occasions but second lowest priority in 2 out of 10 transmission occasions) 

Pros

1. The network can prevent starving by configure an alternating pattern of priorities 
2. Good fairness control of RBs across UEs can be obtained. The operator can define and enforce the behaviour of non-GBR radio bearers.
3. UE complexity is low since the scheduler only needs to consider absolute priorities (but slightly higher than in solution 2.1 since the priority schedule needs to be maintained)
4. UE conformance testing is relatively simple
Cons

1. The UE complexity is slightly higher than the solution in 2.1 since the priority schedule needs to be maintained
2. A solution to adapt to load or changing traffic pattern may require additional signalling overhead
2.3 Enforce minimum bit rates at the UE

According to this solution, there is a minimum bit rate associated with each of the RBs in the UE.
Pros

1. Starvation can be avoided provided the network allocates resources that are greater than the sum of the GBR of the GBR flows and the minimum bit rates of other non-GBR flows.

Cons
1. This artificially creates GBR flows out of non-GBR flows.

2. Since the network is only expected to meet the GBR requirements of GBR flows, the allocation may not be sufficient to meet additionally the artificially created minimum bit rates.
3. Determination and communication of appropriate minimum bit rates will be complex.

4. The UE complexity is increased since the scheduler needs to take both minimum rate (defined over some time period) and configured priorities into account

2.4 Enforce maximum bit rates at the UE
In this solution, there is a maximum bit rate associated with each of the RBs in the UE.
Pros

1. Restricts the additional bandwidth obtained by the GBR flows over and above the guaranteed bit rate thereby enabling other RBs in the UE to obtain some portion of the allocated grants. 

Cons

1. Starvation avoidance cannot be guaranteed if the allocated resources are less than the sum of the maximum bit rates of all flows. 
2. If the allocated resources are greater than the sum of the maximum bit rates of all flows, appropriate mechanism should be in place to avoid wastage of resources.

3. Determination and communication of appropriate maximum bit rates will be complex.

4. The UE complexity is increased since the scheduler needs to take both maximum rate (defined over some time period) and configured priorities into account

2.5 Consider that there is no problem and leave it to UE implementation


In this approach, the UE ensures that no starvation occurs. The UE behaviour is not specified, instead the UE scheduler will determine the dynamic priority based on static priority, starvation, amount of buffered data, etc. If this solution is chosen, additional performance requirements that are testable and verifiable needs to be placed on the UE scheduler to ensure, over an appropriate timescale, that no RB is starved 
Pros

1. No additional over the air signalling is required to communicate parameters such as minimum and maximum bit rates and QoS indicators.
2. Starvation can be avoided if the resources over and above guaranteed bit rates are handled correctly in the UE implementation, e.g. distributed to all flows in “proportion” to their priorities.

3. The UE has perfect knowledge of buffer status of the RBs, and is in the best position to find out whether or not an RB is starved.

Cons

1. Increased scheduler complexity at the UE.
2. UE conformance testing is more difficult since the UE behaviour is not specified and the UE scheduling decisions are not deterministic

3. Unpredictable end user behaviour is more difficult to control from UEs of different types / vendors
3 Summary of pros and cons
	Solution
	Signalling (Note 1)
	UE Complexity
	UE Conformance testing
	Operator control over QoS
	Adaptability to varying traffic patterns

	RB Prioritization from eNodeB
	Low (Note 2)
	Low
	Simple
	Yes
	Partly (Note 8)

	Predefined priority schedule
	None
	Medium
	Simple
	Partly (Note 6)
	No

	Configured minimum rate
	Low (Note 3)
	Medium (Note 4)
	Medium
	Partly
	No

	Configured maximum rate
	Low (Note 3)
	Medium (Note 4)
	Medium
	Partly
	No

	UE implementation
	None 
	High (Note 5)
	Difficult
	May be difficult across UE of different types / vendors
	Yes


Note 1: The signalling in this column does not include the configuration at RB setup since that is assumed to be similar for all solutions.

Note 2: Signalling is only needed when a problem arises, in many situations the default priority order can be used throughout the connection

Note 3: The configured min or max rate may need to be changed depending on the current radio situation. If e.g the min rate for a low priority flow is set to high it will negatively affect the higher priority flows

Note 4: The UE scheduler needs to take both rate and priority into account

Note 5: The UE scheduler needs to consider configured priority, starvation, amount of buffered data, etc

Note 6: The network can control the QoS but not easily react to changes in load or traffic pattern

Note 8: The determination of whether or not an RB is starved may be inaccurate at the eNodeB

4 Additional Study Items Related to Scheduling

1. UL MBR Rate Policing per Radio Bearer
According to TR 23.882 V.1.2.3. Section 7.12. both a GBR and a Non-GBR Radio Bearer is associated with an UL MBR value.
( Question: Where should the UL MBR be enforced: in the UE or the eNB?

2. More fine-grained than E-DCH UL scheduling 
The limited buffer status reporting and strict priority scheduling within the UE in E-DCH may lead to starvation and “free ride” effects, and only allows limited operator control over the cell capacity assigned to Non-GBR Radio Bearers of different QoS classes (e.g., see R2-061863).
( Question: How can the situation in E-DCH be improved for LTE? What are the roles of the eNB and the UE in this matter? A position on this question may require that first a position is established for the first question.

3. MBR > GBR per GBR Radio Bearer
According to TR 23.882 V.1.2.3. Section 7.12. a GBR Radio Bearer is associated with a GBR value (UL+DL). In addition a GBR Radio Bearer is associated with an MBR value (UL+DL).
( Question: Should it be allowed to set MBR > GBR? If yes, how should this be supported with UL and DL scheduling?

4. Drop Precedence Levels
During congestion some RLC SDUs might need to be dropped. This is related to the 3rd question and also noted as FFS in TR 23.882 V.1.2.3. Section 7.12.8
( Question: How can different drop precedence levels be realized? Can / should it be realized on the same Radio Bearer or only between different Radio Bearers?
5 Conclusions

A short summary of different scheduling solutions has been presented and the pros and cons of the different solutions have been summarized in the table in section 3.




























































































































































































































































































































































































































































































































1/5
2006-08-25

