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1 Introduction

RAN1 has identified a potential need to control inter-cell interference through a load indication, which would require a UE to receive and decode information from neighbor cells [1, Section 9.1.2.4.2]. In RAN2 it is still being debated as to whether inter-cell interference control is needed, and if it is needed then is it possible to do it through the network. In [2] the pros and cons of load indication over the air vs. load indication through the network were discussed. From a system performance point of view, one of the most important things to consider is the latency of the inter-cell interference control scheme; and low latency requirements pose different types of challenges depending on if the load indication is sent via the air interface or via the network. In this contribution we present scheduling approaches for network based vs. air interface based inter-cell interference control, and provide system level simulation results illustrating the degradation in performance as a function of the load indication latency.

2 Methods to Provide Inter-cell Interference Control

2.1 Inter-cell Interference Control Through an IoT Overload Indicator Air Interface Channel

Figure 1(a) illustrates the concept of inter-cell interference control over the air interface. In this scheme each cell broadcasts an Interference over Thermal (IoT) overload indicator bit on a specific downlink channel. The IoT is the ratio of the measured interference power from UEs in other cells to the thermal noise power in the cell of interest. The IoT overload indicator channel indicates that the measured IoT at a particular cell is above a network configured threshold (which would be determined from a link budget for example). UEs would decode the IoT overload indicator from one or more neighboring cells. To simplify implementation only the load indicator from the strongest neighbor cell would be decoded, where the strongest neighbor cell can be identified based on downlink pilot power measurements. The idea in controlling inter-cell interference would be that UEs would reduce their maximum transmit power spectral density (Max_Tx_PSD), defined here to be the transmit power per subcarrier, as a function of how close the UE is to an overloaded cell; a measure of how close the UE is could be based on a downlink pilot power ratio measurement between the current serving cell and the strongest neighbor cell (a similar measurement is anyway needed for handoff). The reduction in UE Max_Tx_PSD can happen in two different ways

1. The UE autonomously reduces its Max_Tx_PSD based on monitoring the strongest neighbor cell’s IoT overload indicator, where the reduction factor is based on the downlink pilot power ratio (PPR). The new Max_Tx_PSD setting would be sent to the eNode-B scheduler of the serving cell as part of the scheduling information

2. The UE could include the decoded IoT overload indicator bit in its scheduling information and relay it to the eNode-B scheduler of the serving cell, along with a downlink PPR for the overloaded cell. This would then allow the eNode-B scheduler to accordingly reduce the UEs Max_Tx_PSD as a function of the PPR. Note that this option implies larger latency than option 1 as the UE does not immediately adjust its Max_Tx_PSD in reaction to the overload indication.
2.2 Inter-cell Interference Control Through the Network

Figure 1(b) illustrates the use of load indicators being exchanged at the network level via the X2 interface. In this case the scheduler could control inter-cell interference in the following way:

· The scheduler is made aware through the network layer signalling that a particular neighbour cell is overloaded

· The scheduler receives scheduling information from the UEs which it is serving, and the UEs include in their scheduling information the (shortened) cell ID of the strongest neighbour cell as well as the downlink pilot power ratio (PPR) for the strongest neighbour cell. 

· The scheduler will accordingly reduce the Max_Tx_PSD of UEs who are close to overloaded neighboring cells (as determined by the PPR measurements in the scheduling information), and the amount by which the Max_Tx_PSD is reduced is a function of the PPR. 
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Figure 1: Inter-cell interference control through (a) use of IoT indicators broadcast over the air interface and (b) use of load indicators through the network via the X2 interface.

3 Latency Impact on Inter-cell Interference Control

Achieving low latency for inter-cell interference control has different implications for load indication via the air interface vs. via the network. Low latency via the air interface method requires higher UE complexity, as the UE must frequently decode the IoT overload indicator channel from one (or more) neighbour cells. When load indications are sent via the network over the X2 interface, all neighbour eNode-Bs must exchange overload indicators, and there is an additional burden on the eNode-B scheduler to search through its served UEs to find those that are “close” to overloaded neighbour cells.

Using the system simulation assumptions listed in Annex A, we studied uplink system performance with different assumptions on the latency of the inter-cell interference control. We assumed IoT overload indicators are sent via the air interface as in Section 2.1, and that the UE autonomously adjusts its Max_Tx_PSD as a function of the PPR. Table 1 illustrates the degradation in system performance as the IoT overload indicator reporting interval is increased from 2ms up to 150ms; note especially the rapid reduction is the throughput of edge users, which are the users who are supposed to benefit most from controlling inter-cell interference.

	IoT Reporting Interval (ms)
	2
	5
	10
	20
	30
	40
	50
	100
	150

	5% CDF User Throughput (kbps)
	43
	30
	20
	10
	6
	3
	0
	0
	0

	95% CDF IoT (dB)
	7.47
	7.6
	7.73
	8.15
	8.53
	9
	9.5
	12
	13.5


Table 1: 5% CDF user throughput and 95% CDF IoT as a function of the IoT reporting interval. The target IoT was set to 6 dB. Note that IoT reporting intervals of more than ~10ms result in significantly reduced edge user throughput.

4 Conclusions

Inter-cell interference control can be accomplished either via an overload indicator channel on the air interface or via communication between eNode-Bs at the network level. Both air interface based approaches and network based approaches face challenges in achieving low latencies. The performance results presented indicate that updated load information should be provided on the order of 10ms, which should be taken into consideration when defining mechanisms to allow for inter-cell interference control.
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Annex A: System Simulation Assumptions

	Parameter
	Assumption

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

1732

	Inter-site distance
	1732 meters

	Distance-dependent path loss
	L=128.1 + 37.6log10(.R), R in kilometers

	Lognormal Shadowing
	Similar to UMTS 30.03, B 1.4.1.4

	Shadowing standard deviation
	8 dB

	Correlation distance of Shadowing
	50 m 

	Shadowing correlation
	Between cells
	0.5

	
	Between sectors
	1.0

	Penetration Loss  
	10 dB

	Antenna pattern [4] (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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	Carrier Frequency / Bandwidth
	2 GHz / 5 MHz

	Channel model
	ITU Vehicular-A, 3 km/hr

	Total BS TX power (Ptotal)
	43dBm

	UE power class
	21dBm (125mW).

	Inter-cell Interference Modelling
	Explicit modelling (all cells occupied by UEs)

	Antenna Bore-sight points toward flat side of cell (for 3-sector sites with fixed antenna patterns)
	


	Users dropped uniformly in entire cell


	


	Minimum distance between UE and cell
	>= 35 meters

	MCS Levels in Scheduler
	QPSK R=1/8, ¼, 1/3, ½, 2/3, ¾

16 QAM R=1/2, 2/3, ¾, 5/6

	HARQ
	Max of 8 Tx, Target 1% BLER after 4 Tx

HARQ RTT = 5ms

Num HARQ Processes = 10

	Reuse scheme
	Reuse-1, no fractional frequency reuse or interference avoidance applied

	Num UEs Per Cell
	10

	Traffic Model
	Full Buffer

	Scheduling scheme
	Proportional Fair, 500ms time constant. Scheduling is frequency selective based on uplink CQI pilot, only localized subcarrier allocations are used without any frequency hopping.

	Modeling of Channel Estimation
	Non-ideal, assumes one-shot channel estimation

	L1/L2 Control Signaling Modeled
	No

	Link to System Mapping
	Effective Code Rate Method
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