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1
Introduction

At last RAN2 LTE AH meeting in Cannes the UL scheduler has been discussed in detail. The UE is supposed to support applications with several degrees of QoS controlled by the Operator.

To manage that scenario and to avoid problems as low priority data starvation within a UE or free rides for low priority traffic, a realization of UL scheduler based on a reordering of priorities by means of a QoS indicator has been proposed in [1] and presented during last meeting.

We agree with the purposes of that contribution, but we think that an important drawback can happen due to the dynamic priority change. In fact if the rate grant is not very big or if the starving radio bearer has a very large buffer size such that the whole grant is used by the starving radio bearer only, then it can happen that higher priority traffic flows can suffer until next priority change, as explained in more detail in section 2. The dynamic priority change method strongly impacts the DL overload signaling since it needs frequent priority reassignment to guarantee accurate QoS control.

In this contribution we propose an alternative solution based on a rate grant splitting mechanism. It does not require high signaling load and offer an improved QoS handling.

It can be based on the assumption of per RB group buffer status reporting, in which group means all RBs with same priority.

2
Improved QoS handling of multiple traffic flows via rate grant splitting

Different applications are mapped to different radio bearers and each radio bearer is typically assigned a relative priority. The need exists to allow an operator to have fine control over the QoS level for the different applications that a single UE may use.

The current UMTS mechanism does not allow fine control in maintaining the QoS of multiple traffic flows from a single UE, as the scheduling mechanism only allows a single rate grant per UE. The UE will strictly follow rules on emptying data from the highest priority traffic flow first before sending any data from a lower priority traffic flow. As described in [1], the problem with this is that certain lower priority traffic flows may be “starved” in the sense that only data from the highest priority traffic flow is transmitted by the UE. 

In this contribution we suggest a method that enables the base station scheduler to have improved control of multiple traffic flow QoS. The basic idea is to provide a QoS indicator either directly in the scheduling grant or sent in a layer 2 (i.e. MAC layer) message, which will allow the base station scheduler to effectively split a given rate grant; that is, instead of a grant that purely specifies the maximum number of bits that a user can transmit at a given instant in time, we propose the scheduler also specify the portion of the grant that may be used by each of the different priority of traffic flows. In case of more than one RB with same priority within a UE, they will receive same portion of the grant assigned to the relevant priority. The detailed mechanism and the benefit compared to the dynamic priority change described in [1] are explained in the following example.

2.1 Example and rate grant splitting mechanism explanation

In this example we assume to have three simultaneous radio bearers with different priority. Suppose a VoIP flow is mapped to RB#1 with PRIO#1 (high priority), a video flow is mapped to RB#2 with PRIO#2 (medium priority), and an FTP flow is mapped to RB#3 with PRIO#3 (low priority). 

2.1.1 Dynamic priority change disadvantage 

Normally the baseline priority order would be (RB#1, RB#2, RB#3). However, as proposed in [1], a possible handling the QoS of multiple traffic flows is to allow the base station scheduler to reorder the priorities of the different radio bearers carrying the different traffic flows. Then if the scheduler deems that a lower priority RB is not meeting its desired QoS, let us say RB#3, then rather than increasing the scheduling rate grant for every radio bearer, it can potentially keep the same rate grant but signal a reordering of priorities to something like (RB#3, RB#1, RB#2) where the ordering is from the highest to lowest priority. Accordingly, when the UE receives the change in priority order, it would give RB#3 higher priority when deciding in which order the corresponding data buffer is served on the next data transmission. Hence data would certainly be extracted from the buffer corresponding to RB#3, and if then if the rate grant from the scheduler supports an even larger amount of data to be sent, only then will RB#1 and then RB#2 will have data extracted.

The disadvantage to this approach is that since RB#3 is in this example an FTP flow, it will in general have a very large buffer size (for example, a 2 megabyte photo). So in this case it is likely that the rate grant (say 50 kilobytes for example) will only be large enough to serve the FTP traffic flow (RB#3) and hence both the VoIP and video flow will suffer until the priorities are switched back to the original order. This scheme necessitates fast and frequent priority reassignment.

Furthermore in case of more than one RB with same priority, the number of needed QoS indicators increases.

2.1.2 Rate grant splitting mechanism
Our proposal is to provide a mechanism which allows a rate grant sent to a particular UE to be appropriately split among the multiple radio bearer priorities, without changing the priority associated with each radio bearer.

We propose that a QoS indicator table be made known at connection setup to both the base station scheduler and the UE (such as that shown in Table 1), in which information is provided as to how to split a rate grant between the different priorities of the radio bearers; for example, the table could indicate the fraction of the rate grant to apply to each priority.

The scheduler sends a QoS indicator to the UE, which is used to access different rows in the QoS indicator table. The QoS indicator could be provided with the reverse link scheduling grant or separately via a MAC layer message. The scheduler will adjust the rate grant splitting on a slow basis according to buffer status reports from the UE.

An example is illustrated in Table 1 in which we map a QoS indicator to the fraction of the rate grant that should be allocated to each priority. 

	
	Fraction of Grant To Apply to Each PRIO

	QoS Indicator
	PRIO#1 (VoIP)
	PRIO#2 (Video)
	PRIO#3 (FTP)

	1
	1.0
	0
	0

	2
	0
	1.0
	0

	3
	0
	0
	1.0

	4
	0.5
	0.5
	0

	5
	0.5
	0
	0.5

	6
	0.33
	0.33
	0.33

	7
	0.5
	0.4
	0.1

	8
	0.2
	0.2
	0.6


Table 1: Possible mapping from QoS Indicator to fraction of grant to apply to each priority.

In the example in Table 1, QoS Indicator 1 gives the entire of the rate grant to PRIO#1. Now if the rate grant is high enough so that the entire buffer corresponding to the VoIP traffic flow can be emptied without fully using the rate grant, then the UE would move on to emptying the next highest priority radio bearers until the rate grant is exhausted; in this example this is in effect the same decision that would have taken place in a system which had only per user rate grants, and the priority order of the radio bearers from highest to lowest was (RB#1, RB#2, RB#3).

Note however that if we choose QoS Indicator 3, then this is in effect making the priority ordering (RB#3, RB#1, RB#2) as in [1].

The ability to explicitly split the rate grant is the core of this contribution. The QoS indicator specifies a suggested rate grant splitting and the UE can take the final decision on how to apply any excess grant according to its more up to date knowledge of buffer status.

A significant example is the use of QoS Indicator 5 in Table 1: the UE would take the rate grant, which for example say is a grant to transmit 1000 bits of information, and it would apply half of this grant towards the RB#1 VoIP flow (500 bits), and half towards the RB#3 FTP flow (500 bits). Now it is more than likely that the VoIP flow buffer contains less than 500 bits (300 bits is typical for a single VoIP packet), and therefore the remaining 200 bits would be applied to the next highest priority flow, which we have said previously is the video flow (RB#2). However, note that QoS Indicator 5 ensures that some amount of data (up to 500 bits) will be transmitted from the lowest priority radio bearer (RB#3), while QoS indicators 6 or 7 would ensure that some data is transmitted from all of the radio bearer flows for any rate grant.
3
Conclusions

In this contribution we propose a mechanism that allows a rate grant sent to a particular UE to be appropriately split among the multiple radio bearers, without changing the priority associated with each radio bearer. As final effect the scheduler is able to control QoS (i.e. from which radio bearer priority data are transmitted) avoiding starvation of low priority radio bearer and without penalizing higher priority radio bearers. Furthermore it does not require frequent signaling to assure QoS control.
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