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1. Introduction

In the last RAN2 meeting in Cannes, there were discussions on MBMS SFN areas.  But one topic that is still FFS is how the SFN areas will be configured. We believe that this topic merits discussion. In the RAN2 ad-hoc meeting on LTE in Cannes, the following was agreed: 
Broadcast service:

· SFN operation on SFN area statically e.g. O&M configured

Multicast service:

· SFN area and ptm/ptp switching decided based on counting mechanism, dynamic

· or

· service split between cell specific (cell level counting, ptp switch-over) and non-cell specific (no counting) done by O&M

2. SFN area configuration options
The main benefit of SFN comes only when the set of cells configured as an SFN area are a contiguous set of cells.  If the cells are not contiguous, we believe there is no substantial benefit from coordinating the transmissions, because intermediate cells will interfere with their unicast transmissions in the same resource block. Therefore, we believe that the SFN areas should be a group of contiguous cells. 
Conclusion: An SFN area is always a group of contiguous cells. 

There are several SFN area configuration options. SFN areas can either be configured in a static fashion, for example, using O&M. Or they can be determined dynamically depending on the needs of a specific service. For example, a particular MBMS service may make sense for only a specified radius around a certain cell. An example might be that a particular movie theater or multiplex may be interested in sending trailers as advertisements to interested users within a 10 km radius of that theater, because they are the most likely customers for it. 
Another dimension along which we can classify MBMS SFN areas is based on whether or not SFN areas can overlap. Thus static SFN areas can either be overlapping or non-overlapping. Non-overlapping dynamic SFN areas however is neither meaningful nor very practical because it would be difficult to configure SFN areas dynamically but still ensure that the same cell is not part of two different SFN areas. 

We thus have the following classification of SFN areas:

	
	Overlapping
	Non-overlapping

	Static
	Feasible
	Feasible

	Dynamic
	Feasible
	Not feasible


Table 1: Possible SFN configuration options
Static overlapping SFN areas may provide operators with some flexibility in determining the SFN areas. The operators may choose SFN areas based on the sets of cells that are of interest for most MBMS services, without considering whether or not the SFN areas are overlapping. 
Overlapping SFN areas make the task of coordinating the resource block assignments across MBMS services an extremely difficult task, as pointed out by Qualcomm in [1]. Even if the same MBMS coordinating function coordinates the assignments across all the SFN areas, the task of finding a feasible assignment of time-frequency resources is a difficult problem. Moreover, there will be scenarios where some capacity may go unused because a feasible assignment does not exist even though sufficient resources exist in each cell individually. 

As shown in Figure 1, assume there are 3 cells A, B, and C, and let there be three resource blocks in each of these cells. Let us also assume that every pair of cells forms an SFN area. Thus cells A and B are in one SFN area, cells B and C are in another SFN area, cells A and C are in a third SFN area, and let cells A, B, and C together form a fourth SFN area. Let us say service 1 needs to be sent in cells A and B, service 2 needs to be sent in cells B and C, and service 3 needs to be sent in cells A and C. Without loss of generality, the allocations of resource blocks can be as shown in Figure 1. Now if there is a fourth service that needs to be sent in cells A, B, and C (or in any two of these cells), there is no way to accommodate it within the available resources. However, notice that each of the cells individually does indeed have enough resources to admit the fourth service as well. Such anomalous cases will not occur if we did not have overlapping SFN areas. 
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Figure 1: Illustration of infeasibility of accommodating a fourth service that needs to be transmitted in two or more of these cells
In addition, if the coordinating functions for different SFN areas are not co-located, then the task of finding a common allocation becomes even more difficult. We either need the coordinating functions to exchange the resource block allocations of different MBMS services, or we need the eNodeB and coordinating functions to negotiate an acceptable allocation. Due to all these difficulties, our preferred SFN area configuration would be static and non-overlapping. 

Conclusion: SFN areas must be static and non-overlapping.
3. Location of MBMS coordinating function
Assuming that overlapping SFN areas are not allowed, we address the question of where to place the MBMS coordinating function in this section.

Option 1: Coordinating function for all MBMS services located at one of the aGWs: 
The coordinating function may be placed at one of the aGWs catering to all the eNodeBs in the SFN area. Because of the S1-flex mechanism, there will be many aGWs that can host the coordinating function. So the aGW that hosts the coordinating function would be a “super aGW” that has additional functions than the aGW that does not host MBMS coordinating function. This will increase the number of nodes in the network and the number of interfaces that need to be standardized. In addition, the “super aGW” becomes a single point of failure, and the coordinating function is not distributed among all the available aGWs.
Option 2: Coordinating function for different MBMS services located at different aGWs: 
While this approach makes all aGWs the same, it suffers from the coordination problem. Because no single aGW is aware of all services and hence the resource blocks that are taken away by those services, the aGWs that are coordinating different services need to negotiate the resource allocations among themselves. The other alternative is to have each aGW negotiate its allocation with all the eNodeBs in the service area. In either case, the convergence to a feasible allocation may take a long time, if it converges at all. Even though this scheme seemingly distributes the load of coordination among all the aGWs, the benefits may be offset by the additional message exchanges that would be required to achieve a feasible allocation. 
Option 3: Coordinating function for different MBMS services located at different eNodeBs: 
In this option, the coordinating functions of different MBMS services are located at different eNodeBs of the SFN area. In this case, when we incrementally add MBMS services, a particular eNodeB can take on the coordination function for that service. Based on the allocations of the existing services, the coordinating eNodeB for the new service will know the set of resource blocks that are idle, and can schedule the new service at any of the idle time-frequency slots. This information can then be conveyed to the other eNodeBs in the SFN area. The advantage of this option is that the load of the coordinating function is distributed among all the eNodeBs. Moreover, all the eNodeBs are alike and there is no need to standardize additional interfaces. We prefer option 3. 
Conclusion: Based on the discussion above, we propose that RAN2 choose option 3 as the preferred approach for locating the coordination function.
4. Conclusions
We propose that RAN2 discuss the issues highlighted in this paper, and conclude as follows:

1. An SFN area is always a group of contiguous cells. 
2. SFN areas must be static and non-overlapping.
3. Based on the discussion above, we propose that RAN2 choose option 3 as the preferred approach for locating the coordination function.
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