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1 Introduction

In LTE the Uplink MAC scheduler resides in the eNodeB and allocates transmission resources to UEs by sending Scheduling Grants. According to the RAN2 TR it is for further study if the scheduler should furthermore be able to request data from a particular uplink radio bearer, i.e., perform per-radio-bearer scheduling. Alternatively, the UE could perform strict priority scheduling between its active radio bearers according to the priority order that has defined during radio bearer setup (like in Enhanced Uplink (EUL)). 

In this document we identify scenarios in which pure per-UE scheduling negatively affects the system performance, the end-to-end performance or the operator’s freedom to precisely control the traffic in its network. The good news is that strict priority handling in the UE works sufficiently well for most combinations of services. However, whenever a UE has Multiple Active Uplink Rate-Adaptive Services effects such as “Starvation”, “Lack of Control over Committed Rates” and “Free Ride” will occur, as pointed out in‎[1]. Principles for a solution to combat these effects was laid out in ‎[2]. As it is currently not known how frequent these effects will be (this will depend on the service mix), one important requirement on a solution is that it should introduce no signaling overhead in situations when the mentioned effects are not present.  

In this contribution, we introduce several such solutions that all add little control overhead. We finally propose a mechanism that allows to temporarily flip the (semi-)static priority order used by the UE. This update can be sent via in-band RRC or MAC signaling as it introduces only little overhead when used and no overhead in all other scenarios. It is sufficiently fast and the UE algorithm is simple compared to the other solutions outlined. 

2 Bearer & Service Types

Per-Radio-Bearer scheduling messages could be signaling out-of-band together with the scheduling grant (resource allocation). However, these control resources are scarce and costly. Due to the physical layer structure of this control channel it is advantageous to define a single format with fixed size. Consequently, the scheduling grant should only afford space for information that is required in most TTIs. Rarely Infrequently transmitted scheduling information should be signaled in-band, e.g. via RRC. 

In this section we therefore identify bearer- and service types that require per-radio-bearer scheduling and those for which per-UE scheduling is sufficient and use this information for designing an efficient per-radio-bearer scheduling mechanism.
2.1 [A] Non-GBR Bearer; Very Low Rate (non-adaptive)

Signaling services (RRC, SIP, …) require a high (highest) priority but don’t have very predictable nor constant data rates. Therefore, they could be realized as Non-Guaranteed-Bit-Rate service, i.e., no admission control is performed prior to connection establishment. An important characteristic of such services is that they are source limited, i.e., the traffic source does not adapt its data rate to the available channel bandwidth (which TCP does). 
2.2 [B] GBR Bearer; MBR=GBR; Source-Rate ~= GBR (fixed)
These are typical telecommunication services like VoIP and Video Streaming. We assume here that admission control guarantees a certain bit rate (GBR) to these bearers which is equal to the maximum bit rate (MBR). Consequently, the data rate of the application may not exceed the GBR and is usually fixed. Services that require an MBR>GBR are described in section ‎2.4. Traffic from misbehaving applications sending at > GBR may be conditioned by policer and potentially even excluded from the system (see section ‎2.5). 
2.3 [C] Non-GBR Bearer; Rate-Adaptive (TCP)

Most Internet Applications (Web, FTP, SSH, …) belong to this service- / bearer type. Like the services described in section ‎2.1 the data rate is not predictable and does not need any (strict) guarantees. The difference is that the traffic source can adapt its send rate to the provided link speed. Therefore, the distinguishing characteristic of these bearers is that they can starve out other bearers with (strict) lower priority. 
2.4 [D] GBR Bearer; MBR>GBR; Source-Rate < MBR

Multi-Layer Streaming and Internet Access with Guaranteed Rate are the most prominent examples for this service class. The scheduler is supposed to assign at least the GBR to such a bearer. However, the application may also send at a higher rate (MBR>GBR) if resources are available. 
The bearer could alternatively be realized as a combination of two virtual bearers with two different scheduling priorities: A higher priority for the share sent below GBR and a lower priority for the share exceeding GBR. Furthermore, this bearer could be realized with one or two data queues. The solution with one queue preserves the order between all data units whereas two buffers allow to explicitly prioritize a certain share of the data (e.g. I- and P-Frames of a video…), which may result in reordering. 
2.5 [E] GBR or Non-GBR Bearer; Rate > GBR/MBR

The nature of these services is that they exceed their contracted data rate. This should by handled by means of Rate-Policing, i.e., packets should be dropped to block denial-of-service attacks and other unfriendly sources. Note that for uplink traffic the rate policing function could be located in the eNodeB or in the UE. In the latter case the MBR must be signaled to the UE during connection setup. Alternatively the eNodeB must block all bearers with the same or lower priority as the misbehaving one. Furthermore, a policing algorithm may need to be standardized. 
3 Identifying Problematic Service Mixes

In the previous section we listed a number of service- and bearer types. Now we identify those combinations (actually combination-patterns) that can be handled with per-UE scheduling (section ‎3.1) and those that require a more fine-grained per-RB scheduling (section ‎3.2). 

Note, that the following combinations refer to active uplink bearers, transmitting data simultaneously! A UE may very well have more additional bearers established as long as their buffers are currently empty.

In the following we assume that the UEs regularly communicate the fill levels of all their active queues to the eNodeB. This information must not necessarily be very precise but the eNodeB should be aware of empty and non-empty buffers. 

3.1 Up to one Rate-Adaptive Radio Bearer / Service
A Per-UE grant mechanism in combination with strict priority scheduling between a UE’s radio bearers is sufficient for service- / bearer combinations according to the following pattern:
a) Zero, One or more type [A] signaling bearers with very high priority but without guaranteed bit rate. They are expected to send at low rate with bursty pattern. 

b) Zero, One or more type [B] GBR bearers (MBR=GBR) for VoIP, Video-Streaming, MMTel.
c) Up to one type [C] Non-GBR Bearer with lower priority than all other active bearers. The source(s) are expected to adapt their rate and use the remaining radio resources. 
The UE’s internal scheduler performs Fixed-Priority-Order Scheduling among all the active bearers. The order is typically signaled during connection setup, e.g.:
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The eNodeB’s uplink scheduler assigns enough resources to fulfill the service requirements of the bearers in a) and b).
The UE does not need to know the Maximum Bit Rates (MBR) per radio bearer. Uplink rate-policing could be performed by the UL scheduler in the eNodeB. However, this would have an impact on all radio bearers with the same or lower priority than the policed flow. 
Alternatively, the type [C] bearer could be replaced by the type [D] bearer, i.e., a GBR bearer with MBR>GBR. This could be used for uplink streaming with multiple layers or adaptive data rates. The codec’s Base-Layer would generate data up to the GBR. The combination of Base-Layer and Enhancement-Layer generate more than the GBR but less than the MBR limit. Consequently, the share above GBR can be seen as a Non-GBR Rate-Adaptive Source so that [D] = [B] + [C].
Then, the UE may perform Fixed-Priority-Order Scheduling among its active bearers and the eNodeB scheduler controls by means of per-UE assignments if the enhancement layer can be transmitted or not. 
[A] 
( [A]
( [B]
( [B]

( [C]

RRC
( SIP
( VoIP
( Streaming_1
( Streaming_2

If the scheduler does not assign sufficient resources for transmitting all buffered data the Non-GBR part of [D] is dropped first. As in the previous example, all GBR bearers reach their desired bitrate. 
Summary: Per-UE Scheduling provides sufficient control for Multiple Source-Limited GBR/Non-GBR bearers and up to one Rate-Adaptive Non-GBR bearer with lowest priority. The eNodeB’s uplink scheduler should still be aware of the different buffer fill levels and may adjust its resource assignments to fulfill the service guarantees and to preserve fairness among different UEs.
3.2 Multiple Uplink Rate-Adaptive Non-GBR Services in one UE 

The service- and bearer combinations depicted in the previous section don’t require transmission of per-radio-bearer scheduling grants. In this section we analyze combinations of bearers with more than one active rate-adaptive (e.g., TCP) service. An example could be a Photo-Upload service that has higher priority than simple low priority Internet-Access. The UE’s packet filter re-directs the data flow to the photo-server onto a separate UL radio bearer. At the same time other applications (Email-Upload, WWW-requests, messaging, …) may traverse the UE’s Internet Access Bearer. All these services use TCP, i.e. the traffic source adapts its send rate to the available link speed. As a consequence, the queues of both radio bearers grow. Fixed-Priority-Order Scheduling in the UE among all bearers could be configured as follows:
[A] 
( [A]
( [B]
( [C]

( [C]
RRC
( SIP
( VoIP
( Photo-Upload
( Internet-Access
According to the given priority order the UE will send data from the Photo-Upload bearer as long as that queue is non-empty, which will not be the case before all photos have been uploaded. During that potentially long time the Photo-Upload bearer starves out the Internet-Access traffic. In general, all uplink GBR or Non-GBR bearers from the same UE with lower scheduling priority than the Photo-Upload bearer will not be allowed to send any data during this period. As it does not make any sense to have bearers of type [A] and [B] with lower priority than any [C] or [D] bearers the problem arises as soon as there is more than one bearer with rate adaptive traffic. The following list summarizes the problematic patterns. Only the last bullet changes compared to the pattern defined in section ‎3.1.
a) Zero, One or more type [A] signaling bearers with very high priority but without guaranteed bit rate. They are expected to send at low rate with bursty pattern. 

b) Zero, One or more type [B] GBR bearers (MBR=GBR) for VoIP, Video-Streaming, MMTel.

c) More than one type [C]/[D] bearers with lower priority than all active type [A] and [B] bearers. The source(s) are expected to adapt their rate and use the remaining radio resources. 

In the following section we describe a number of potential solutions for this problem. 
4 Per-RB Scheduling Schemes
In this section we discuss several ways to circumvent problems such as “Starvation”, “Lack of Control over Committed Rates” and “Free Ride” for service combination described in section ‎3.2.

4.1 Scheme 1: Round-Robin Scheduling in UE

A simple method to avoid starvation is to define a simple round-robin algorithm according to which the UE serves its active radio bearers of type [C] and [D], i.e., those with rate adaptive sources. That means that all these services get the same lowest priority and will perceive the same data rate.
Example: RRC ( SIP ( VoIP ( Photo-Upload ( Internet-Access
The obvious advantage of this solution is that it is simple to implement in user equipments and that it does not require any additional control signaling over the air. 

While this scheme avoids the problem of starvation it does however not furnish the eNodeB with control of the division of the aggregate bandwidth between the available service classes. For example, the operator cannot easily assign a larger fraction of the system resources to its Photo Upload service. Such resource allocations would give the Internet-Access bearer of the same terminal a ‘free ride’. The desired allocation of resources on services could not be met with users running two such services at a time. 
4.2 Scheme 2: Weighted Round Robin 

This scheme is a small extension to the one presented in the previous section. Again, all Rate-Adaptive bearers get the same lowest priority. In addition the eNodeB defines (e.g. during connection setup) the data rate share to be allocated to each bearer. 
RRC ( SIP ( VoIP ( Photo-Upload (70%) ( Internet-Access (30%)

This approach also avoids starvation and furthermore allows very rough control of committed rates per service. By updating the allocated shares via RRC signaling the eNodeB could potentially get more precise control of the committed rates. However, the controlling algorithm could potentially become complex, since it must adapt the Round-Robin weight depending on services’ total throughput, on the UE’s total throughput and throughput per service and based on the overall cell throughput. It is not evident that such an algorithm would be stable and predictable with a reasonable amount of control signaling. 
Furthermore, the UE algorithm is more complicated than with the simple round robin mechanism. This increases the risk of non-compliant UE implementations, and hence increases the amount of required test-cases. 
4.3 Scheme 3: Minimum-Rate Setting

The approach is similar to the previous one. Via RRC control signaling (during connection setup or dynamically) the eNodeB may set a certain “minimum rate” for the low priority bearers (Internet Access in this example): 
RRC ( SIP ( VoIP ( Photo-Upload ( Internet-Access (Min. 50 kbps)
This also avoids starvation of low priority flows but inappropriate settings (e.g. too high limit) bear the risk of starving higher-priority flows. The main argument against this type of solution is that it gives guarantees to a service that does not need any guarantees. The solution presented in 4.2 doesn’t give guarantees, but simply a share. In this scheme precise control of committed rates requires frequent updates of the minimum rates. The rate-averaging method needs to be standardized so that the eNodeB scheduler can predict the performance. The absolute value of the minimum rate requires potentially even more frequent updates than the scheme presented in section ‎4.2 which is therefore preferable. 
4.4 Scheme 4: Priority-Order-Flipping 
The eNodeB informs the UE about the strict priority order of its radio bearers during connection setup, i.e., by means of RRC signaling. Until further notice the UE performs strict priority scheduling among its flows as described in section ‎3. 
If the eNodeB detects
 starvation of particular radio bearers or e.g. a mismatch of the aggregate bandwidth allocation between the service classes targets it may temporarily advise a UE to change the priority order of its radio bearers. 
In order to keep the signaling messages small several priority orders could be pre-defined during bearer establishment. The priority order update would then just include a short identifier of the new priority order:
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[1] RRC ( SIP ( VoIP ( Internet-Access ( Photo-Upload

So, the actual priority-flipping message could be as short as 2 or 3 bits.
Evidently, this scheme allows the eNodeB scheduler to precisely control the uplink data throughput per terminal and per service class. The scheduler can avoid starvation among flows of a UE and between UEs. Of course, this comes at the cost of some extra control signaling which can either be carried within the scheduling grant messages (see section ‎4.4.1
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‎4.4.2).
4.4.1 Scheme 4a: Priority-Order-Flipping via “Scheduling Grants”

The main advantage of sending the priority-order update in the scheduling grants is the low delay (1/2 HARQ RTT). The drawback is however, that the scheduling grant is an out-of-band control signaling message that should have a pre-defined and fixed size, i.e., the priority order identifier must be included in each message even in the (likely) scenarios where the default order is used. This adds some control plane overhead which is problematic as the control resources are limited. 
4.4.2 Scheme 4b: Priority-Order-Flipping via in-band RRC or MAC signaling
The updated priority order or a pre-defined priority​-order-identifier could also be sent in a RRC message or in an optional MAC-Control-Header. Both require a downlink data connection and use HybridARQ as well as a CRC check. In addition the RRC message could be protected by RLC ARQ. The (optional) MAC Control Header is expected to be much smaller (e.g. 3-4 bit) compared to an entire RRC message that is by default integrity protected (> 50 bit).
Downlink scheduling (resource allocation) and HARQ ACK/NACK obviously require more bits to be transmitted compared to out-of-band signaling in scheduling grant messages (section ‎4.4.1). However, in this scheme the priority-order-updates are sent in-band and only if the eNodeB wants to change the current order (as explained before, changes in the priority order are expected be seldom). In case of piggybacking with other downlink data the overhead becomes negligible. Therefore, we think that a shorter scheduling grant message in combination with these optional RRC messages or MAC-Control-Header-Option requires less radio resources than the scheme presented in section ‎4.4.1. 

Updates are expected to be sent only if multiple rate adaptive services (mapped to 2 or more radio bearers) are active simultaneously. Choosing the switching intervals is a tradeoff between desired application performance (e.g., in terms of burstiness of throughput) and signaling overhead.
The signaling delay is in the order of 1-3 HARQ RTTs depending on whether a HARQ retransmission is required or not. 
5 Conclusion

Strict Priority Scheduling of uplink radio bearers within the UE works well for most service combinations (section ‎3.1). For all these occasions any additional signaling overhead for per-radio-bearer scheduling should be avoided. 
Some combinations of bearer- and service types (section ‎3.2) have been identified to cause problems such as “Starvation”, “Lack of Committed Rate Control” and “Free Ride”. These problems are expected in case of
Multiple Active Uplink Rate-Adaptive Non-GBR Services in one UE. Such combinations are expected to be seldom but a solution should still be provided. 

The Solution must be resource efficient (in particular when not used) as well as simple to standardize, implement and test (terminal side in particular). 
We presented various schemes for per-radio-bearer scheduling in the uplink. We found that the mechanism presented in section ‎4.4

 REF _Ref141517406 \n \h 
‎4.4.2) outperforms other solutions in terms of UE algorithm complexity and signaling overhead while providing efficient per-radio bearer control from the eNodeB if necessary. 
We propose that
· The UE prioritizes data based on absolute priorities (as in R99 /E-DCH)
· The priorities can be dynamically changed via RRC or MAC layer signaling
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� The eNodeB may obtains required information from the scheduling information (buffer status reports) sent by the UEs as well as from uplink throughput measurements e.g. in the RLC/MAC layer.
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