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Introduction

It has been agreed that uplink scheduling will be centralized and controlled by eNodeB; this choice is basically a consequence of TDM/FDM nature of LTE physical layer implementation and the need to have full control over time and frequency allocation for every user’s uplink transmission. Centralized uplink scheduling has to provide means for efficient use of uplink’s radio resources while maintaining reasonable overhead associated with signaling of its decisions and obtaining necessary measurements from each UE. 
In this proposal we provide our view on performance of Random Access when it is used to send UL scheduling requests, as well as we discuss some other options that can be used alone or in combination with Random Access to obtain UL resources.
Random Access and UL Scheduling
When UE needs uplink resources, it can make a scheduling request using Random Access procedure. If UE is uplink synchronized, scheduling information that can fit in the Random Access message part (size is still being investigated in RAN1) is probably going to be limited. More detailed scheduling information and additional scheduling requests can be communicated to eNode B in the subsequent transactions over UL-SCH. A proposal for the Random Access procedure and steps/messaging involved in obtaining UL resources are described in [2]. 

When using Random Access there are several issues to consider. 
In general, random access is inefficient method of transmitting information from one point to another since the throughputs that can be achieved have relatively low upper bound. For example, with slotted aloha implementation, which is, in the current commercial releases, underlying algorithm for random access, maximum throughput is limited to 0.36 messages/slot. If the average access rate goes beyond this value the system will become unstable, meaning that none of the users will get their random access messages thru. 
Besides low throughput, another drawback of random access is that the associated latency is not known upfront, and is highly dependent on the rate of new random access message arrivals, i.e. random access channel load.
For illustration purposes, following graphs show delay statistics versus random access throughput. The graphs do not reflect real system implementation but show example curves for single channel stabilized Aloha algorithm, meaning that values shown are very much lower than what they are going to be in the real system.  
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     Figure 1 Average Random Access Delay   
   

   Figure 2 Random Access Delay- Standard Deviation
Even in this ideal case, for example, if the random access opportunities are provided every 5 milliseconds (in the above graphs this 1 slot= 5msec), and if the average random access load is 0.2, then the average delay will be 10 milliseconds, and standard deviation around 30 milliseconds. This implies that for classes of traffic with strict delay requirements, as is VoIP for example, latency incurred through random access only for sending scheduling requests will not be acceptable. 

Because of unpredictable delays, and high dependence on also unpredictable load conditions, in the case of delay sensitive applications, sending UL scheduling requests through random access seems not a good choice and other options should be considered. 
However, random access can be used for delay tolerant traffic and the best effort data. This is especially true for the Best effort class which has no associated QoS requirements, and is expected to use remaining radio resources after all other higher QoS classes have been served.
Having in mind above mentioned drawbacks of Random Access, other options for obtaining uplink resource allocations should be considered:
1. Piggy-backing of UL Scheduling Requests with UL-SCH data
A UE can multiplex control UL Scheduling Request message with its data sent over UL-SCH. In this way UE does not need to use random access to communicate its scheduling requests, but it can add them as an overhead to already scheduled data transmissions. Multiplexing of UL Scheduling requests with data can be especially beneficial for the best effort traffic, and it can substantially reduce load on random access channel. For example best effort FTP can multiplex most of its scheduling requests with data, and only few of the requests would have to go over random access channel. 
2. Signaling over existing UL overhead channels. 
UE can, for example, use CQI channel to signal to Node B that it has a data to send. The signal can be just one bit indicator, or a special code. An ON-OFF type of traffic, potentially VoIP, can be a good candidate for this option if CQI feedbacks are sent often enough. In this case, the signal sent over CQI can be used to indicate the beginning of an ON period. After receiving the signal, Node B can, according to the QoS profile associated with this connection, continue to periodically assign UL resources. UE can, at a later time, indicate the end of the ON period by sending a control message on UL-SCH data channel, or it can again send signal over CQI. CQI information is usually periodically transmitted with a relatively high frequency, making CQI channel a good candidate for making this kind of “single-bit” UL resource requests.
3. Polling 
Node B can assign to a UE small UL channel allocation where UE can make a scheduling request, therefore eliminating the need for UE to use the random access. Small UL channel allocations, for the purpose of “polling”, can be done periodically, or in some other fashion, depending on the negotiated QoS parameters. 
Although this approach to UL scheduling has been accepted in some technologies, it is still a question of quantifying the overheads, and the amount of wasted UL resources when poll messages are sent but UEs have no data to transmit. 
4. Predetermined Assignment of UL Resources
UL Scheduler can, for example, without explicit request from a UE periodically, semi-periodically, or in some other fashion assign uplink resources to it. Frequency and size of assignments can be based on negotiated QoS profile. In this case UE would also not need to use Random Access - at least not for the UL resource request purposes.
Conclusions

Based on the discussion the following conclusions can be made.
· Random Access procedure is adequate when acquiring UL resources for delay tolerant and best-effort types of traffic.
· Random Access is not appropriate for delay sensitive applications because of unpredictable latency, and other options for obtaining UL resources should be used   

· An alternatives for requesting UL resources to Random Access can include (they can be used alone or in combination with Random Access):

· Piggy-backing of UL scheduler requests to data (e.g. as MAC control PDU)

· Signaling through existing UL overhead channels (e.g. CQI)
· Some form of predetermined assignment of UL resources based on connection’s QoS profile, without explicit UL Scheduling Requests from the users (e.g. periodic, or semi-periodic UL resource grants)
· eNodeB polling (FFS).
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