3GPP RAN WG2 — RAN2#53
R2-061415
8 - 12 May 2006
Shanghai, China


Agenda Item:
11.11
Source: 
Ericsson 
Title:  
On the granularity of uplink scheduling in LTE
Document for:
Discussion, Decision
1 Introduction
The QoS concept developed in 3GPP TSG-SA WG2 ‎[1] builds on a paradigm of network-controlled QoS for operator-controlled services (e.g., IMS Multimedia Telephony). This is achieved by Network-Initiated SAE Bearer establishment / modification to assign bearer QoS parameters to an SAE Bearer and the corresponding SAE Radio Bearer (RB), and to install uplink packet filters in the UE and downlink packet filters in the PCEF that control which Service Data Flows (SDFs) are mapped onto which RB in the uplink and downlink direction, respectively.
An integral component of providing operator-controlled QoS is a solution that allows an operator to control the partitioning of its aggregate cell bandwidth between the RBs of the different QoS Classes. In this contribution, we argue that in order to be able to effectively give the operator control over how this aggregate cell capacity in the LTE uplink is partitioned, the standard must support the possibility to do uplink scheduling on a finer granularity than that provided by E-DCH Rel 6. 
2 Enabling Operator Controlled Class-Based Priority Handling
We believe that one essential aspect of operator control is to provide mechanisms with which the operator can control the partitioning of its aggregate cell capacity between the RBs of the different QoS Classes. A RB’s QoS class may be identified by a QoS Class Identifier (QCI) that is associated with each RB ‎[3], ‎[4]. This enables the operator to be in full control of assigning a certain amount of its aggregate cell capacity to the aggregate traffic associated with RBs of a certain QCI. Since this is done on aggregate levels, we call this a class-based handling.
The main goal of employing this class-based approach is to be able to differentiate the treatment of the packets depending on which QCI they belong. For example, as the load in a cell increases, it should be possible for an operator to handle this by initially primarily throttling traffic belonging to low-priority QCIs. At this stage, the high-priority traffic can still experience a low-loaded situation, since the aggregate resources allocated to this traffic is sufficient to serve it. This should be possible in both uplink and downlink direction.
One benefit of employing this approach is to give the operator full control of the policies that govern the partitioning of the bandwidth. For example, one operator’s policy could be to, even at extremely high loads, avoid starvation of traffic belonging to its lowest priority QCI. We believe that defining and enforcing such policies should be possible in both uplink and downlink direction. In fact, as most services involve bi-directional data transfer, only if such mechanisms are provided in both directions will they have a positive impact on the end-user’s perceived performance. We therefore believe that a mechanism to avoid complete starvation of a QoS class (both on aggregate cell level and within a single UE) should be provided in the standard.

The capabilities provided by such a class-based approach are desirable for both uplink and downlink traffic. HSDPA already provides the capabilities requested in the section and the LTE downlink is expected to do so as well. However, providing these capabilities in the uplink provides a larger challenge since the status of the UEs (e.g. the buffer-statues of the RBs of the different QCIs) needs to be signaled to the uplink scheduler, resulting in a higher signaling load. Despite this, we believe such a capability should be provided for LTE. We motivate this by some possible consequences of not doing this in the following section.
3 Consequences of Only Per-UE Uplink Scheduling Control
3.1 Problems for the Partitioning of Aggregate Cell Capacity and the Enforcement of an Operator’s QoS Policies in the Uplink
For the purposes of this discussion, we assume that an operator provides services that are mapped to 3 QCIs; H, M and L (which in an eNB are mapped to high, medium and low scheduling priority, respectively – note that a QCI is also mapped to other pre-configurable bearer QoS parameters). We further assume that the uplink scheduling framework is identical to what is provided in E-DCH Rel 6, i.e., the uplink scheduler can not schedule individual RBs, but only UEs. Each UE has an internal RB scheduler which does strict priority scheduling between the 3 possible RBs, where the scheduling priority levels are high, medium and low. Again, this is identical to what is provided in E-DCH.
Scenario 1: Starvation between QoS-levels within a single UE
In this scenario, a UE has active services (“active” = data is currently sent/received on the respective RB) mapped to QCI H and M. Both services are elastic, meaning that they adapt the send-rate according to the available bandwidth (this is a typical characteristic of TCP-based services). In this case, when the network schedules this UE, the traffic mapped to the higher QoS-level H will take all the bandwidth due to its elastic nature (i.e., TCP’s constant probing for more bandwidth). The operator has no mechanisms with which it can schedule the lower priority flow explicitly. It is therefore unable to guarantee a certain minimum throughput for that traffic, due to its lower priority. The result is total starvation of the traffic belonging to the QoS level M. 

In scenarios where a single UE has numerous active services mapped to different QoS levels this will pose a real problem.
Scenario 2: Inability for the operator to control aggregate cell capacity partitioning between QoS classes
In this scenario, half of the UEs in the cell have active services mapped to QCI H and M, while the other half have active services mapped to QCI H and L. Since the network only has knowledge of which priority is the highest priority for all UEs (i.e., QCI H for all UEs), it is unable to partition the remaining cell capacity (after having served the traffic belonging to QCI H) capacity according to its desired policies between the services that are mapped to M and L. Hence, traffic from these RBs will be scheduled arbitrarily and not according to the operator’s policies.
Scenario 3: Low-priority traffic hitching a “free-ride”

In this scenario, a certain population of UEs have a narrowband-service (like VoIP or gaming) of QoS-level H active in combination with a broad-band service of QoS-level L. The remainder of the active UEs in the cell have predominantly services of QoS-level M active. When the uplink scheduler schedules the UE for QoS-level H, data from QoS-level L will take a "free ride", and potentially steal bandwidth from the data from QoS-level M of other UEs. In the extreme case, this again risks starvation of the traffic belonging to QoS-level M. These characteristics may even encourage users to make a VoIP call (QoS-level H) during a file upload (QoS-level L) to get a greater upload speed at high-load situations.
While the “free ride”-effect can be mitigated by simply scheduling that particular UE less frequently, it is again unknown to the uplink scheduler what QoS-level the lower priority data of this UE belongs to. If it does not intend to starve out this traffic, it needs to schedule the UE more frequently than required by its high priority traffic. How much more frequently is appropriate is however not known, since the QoS class of the lower priority traffic is not known. In this scenario, the scheduler has insufficient information on which to base its scheduling decisions. Again, it is forced to schedule the low priority flow arbitrarily, rather than according to the operator’s policies.
The scenarios described in this section exemplify that for an operator to be in control over the partitioning of the aggregate uplink cell capacity according to the operator’s policies, the UEs will need to provide more fine-granular information to the uplink scheduler than what is currently provided by E-DCH Rel 6. This lack of control is also in conflict with ‎[1] which states that the SAE Bearer (and its associated SAE Radio Bearer) is the level of QoS control provided by the network. In the scenarios described in this section, the network is unable to provide QoS control on this granularity in the uplink.
3.2 Problems for Uplink Rate Policing in the eNB
Another potential problem that arises if an eNB does not have sufficient information from the UEs on the granularity of RBs, is the realization of per RB uplink rate policing, e.g., based on an uplink maximum bit rate value associate with each RB. This is a concern in particular for situations where UEs have active traffic on multiple RBs, i.e., traffic from different QoS classes.
4 Conclusion
Based on the discussion provided in this paper, we believe that in order to be able to provide the mechanisms for a class-based priority handling in both uplink and downlink, mechanisms need to be provided in the standard with which the uplink scheduler can schedule on a finer granularity than that provided by E-DCH Rel 6. This includes a more fine-grained reporting mechanism, as well as a more fine-grained scheduling grant mechanism. How fine-grained these mechanisms need to be should be weighted against the cost of the signalling and is proposed to be FFS. A text proposal to this effect, which is proposed to be included in ‎[2] is provided in the next section. The proposed additions are marked with change marks.
5 Text Proposal for Section 7 of 25.813

In order to utilise the SCH resources efficiently, a scheduling function is used in MAC. In this subclause, an overview of the scheduler is given in terms of scheduler operation, signalling of scheduler decisions, and measurements to support scheduler operation.

Scheduler Operation:

-
MAC in eNB includes dynamic resource schedulers that allocate physical layer resources for the DL-SCH and UL-SCH transport channels. Different schedulers operate for the DL-SCH and UL-SCH.

-
Taking account the traffic volume and the QoS requirements of each UE and associated radio bearers, schedulers assign resources between UEs and also between different radio bearers or groupings of radio bearers associated with a single UE.
-
Schedulers may assign resources taking account the radio conditions at the UE identified through measurements made at the eNB and/or reported by the UE.

-
Radio resource allocations can be valid for one or multiple TTIs.

-
Resource assignment consists of radio resources (resource blocks). Allocations for time periods longer than one TTI might also require additional information (allocation time, allocation repetition factor…).

Signalling of Scheduler Decisions:

-
UEs identify whether resources are assigned to them by receiving a scheduling (resource assignment) channel. There may be separate scheduling channels for uplink and downlink resource assignment.

-
Scheduling decisions are signalled via MAC messages. It is FFS whether resources can be assigned by other means e.g. MAC headers or RRC signalling.
-
The network has the possibility to control what data is sent by the UE in response to a scheduling grant on a per radio bearer or grouping of radio bearer granularity. The exact mechanisms for this control as well as what level of enhanced control is needed is FFS. Different options need to be evaluated regarding how much control they provide vs. how much signalling overhead they incur. 
Measurements to Support Scheduler Operation:

-
Measurement reports are required to enable the scheduler to operate in both uplink and downlink. These include transport volume and measurements of a UEs radio environment. The time and frequency granularity of the UE radio environment measurement reports is FFS.

-
Uplink buffer status reports are needed to provide support for QoS-aware packet scheduling. Uplink buffer status reports refer to the data that is buffered in the logical channel queues in the UE MAC. The uplink packet scheduler in the eNB is located at MAC level. Uplink buffer status reports may be transmitted using MAC signalling (e.g. as a specific type of MAC control PDU). A way to separately signal buffer status reports for different logical channel queues or groupings of logical channel queues is to be used. To define the exact content of buffer status reports and the possible use of physical layer signalling are FFS.
-
The buffer reporting scheme used in uplink should be flexible in order to support different types of data services. The buffer reporting criteria are setup and reconfigured on a per user basis or per radio bearer basis (FFS) using RRC or MAC signalling (FFS). The use of System Information should also be considered for the initial setup of default buffer reporting criteria (on a per cell basis). Constraints on how often uplink buffer reports are signalled from the UEs can be specified by the network to limit the overhead from sending the reports in the uplink.
-
It is FFS whether additional measurement information is required to support the classification of UEs between localised and distributed resource allocation.

-
It is FFS whether additional measurement information is required to support cell center / cell-edge resource subdivision.
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