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1 Introduction

In previous RAN2 meetings, initial and random access procedures for LTE have been discussed and found to be an area needing better understanding.

This contribution assesses the feasibility of the Control Plane latency requirements of TR 25.913 ‎[1] in the context of initial and random access. 
2 Requirements

As agreed in TR 25.912 ‎[2], UL transmissions in LTE should be inter-user orthogonal. This is equivalent to the requirement that uplink transmissions be synchronized and scheduled. While a non-orthogonal method is needed for obtaining uplink synchronization, it follows from the RAN agreement that the use of non-orthogonal transmissions should be minimized.

TR 25.913 ‎[1] states that transitions from LTE_Idle to LTE_Active should be possible in less than 100 ms and that going from “Dormant” to Active should possible  in less than 50 ms, Figure 1. The transitions involve random access procedures to obtain UL synchronisation/scheduling grants and other signalling, both of which depends on the state. Due to the inherently non-deterministic nature of random access, the requirements are interpreted as requirements which should be fulfilled, not deterministically, but with a reasonable probability, e.g. 0.99 or 0.999.
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Figure 1: State transition requirements.

3 Random Access in LTE

3.1 Non-synchronized Access Procedure
UEs in LTE_DETACHED or LTE_IDLE are not UL synchronized. This may, however, also be true for UEs employing long DTX/DRX in LTE_ACTIVE.

Transmitting user data on a non-synchronized uplink or in a contention-based manner is not spectrally efficient due to the need for guard periods and retransmissions respectively. Furthermore, the amount of information that can be transmitted in a random access burst is limited as the link budget must also allow for large cells and poor propagation conditions ‎‎[3]. Therefore, it is proposed to separate the transmission of the random access burst, whose purpose is to obtain uplink synchronization, from the transmission of data. In the first step, the UE obtains uplink synchronization and is assigned resources for uplink transmission. In the second step, the UE transmits information on the scheduled resource, e.g. information necessary for further scheduling or setting up a connection (RRC connection request message). This is illustrated in Figure 2.
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Figure 2: Illustration of access procedure for non-synchronized access. 
A tight relation between the timing of the random access preamble and the related response signaling could be defined (as is the case for the AICH in WCDMA) to allow for the UE to rapidly detect situations when the Node B did not acknowledge the random access attempt. In this case, the UE has to repeat the random access attempt at a later point in time.

Since the random access preamble does not carry data, but just a short (e.g. 4-bit) random ID, only a minimum of resources need to be (semi-statically) reserved for the random access and the amount of resources available for the more efficient scheduled transmissions is maximized.

3.2 Synchronized Access Procedure

When the uplink is already timing aligned, but no valid scheduling grant is available, a simplified access procedure which does not involve random IDs may be used. Since the UE is already time synchronized the UE only needs to make the network aware of that it needs to transmit uplink data and receive a scheduling grant to be able to transmit on scheduled resources. The proposed procedure is outlined in Figure 3.
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 Figure 3: Access procedure when UL is time synchronized (without scheduling grant).
As indicated in Figure 3, the UE transmits a (single bit) L1 scheduling request on a physical channel to request an initial scheduling grant (1).  The UE could be identified for instance by scrambling the scheduling request with a UE-specific ID (e.g. C-RNTI) which is unique on cell level, see Section ‎2.3. When the Node B receives the L1 scheduling request, it issues a scheduling grant to the UE (3), which allows the L2 scheduling information to be transmitted. The UE then proceeds by transmitting a more elaborate L2 scheduling information on scheduled resources (5). Depending on the size of the scheduling grant the UE may also include some user data.

Collisions of scheduling requests may occur, but the use of UE-specific IDs instead of random IDs significantly reduces the risk and fully eliminates the ambiguity of which UE tried to access the system. It is also possible to design a L1 signal with high processing gain which may make it possible to receive the scheduling request also when it collides with user data transmission.

3.3 Contention Detection and Resolution

When multiple UEs simultaneously initiates random access procedures with the same Random ID, a collision occurs and at most one of the accesses can be detected; i.e. multiple UEs contend for the same resource, but only one may successfully use it. To resolve this situation, the system must provide a means for all contenders to detect the outcome of the collision. The UE whose access was detected must be identified and informed about its success and the UEs whose access attempts were not detected must be able to detect their failures and then retry.

Figure 4, illustrates the steps of signaling in the access procedure for the cases when the UE is: a) known on cell level (i.e., has a cell specific ID) and b) not known on cell level (i.e., does not yet have a cell specific ID), respectively. The success of an access attempt can be detected by the UE identifying its own unique cell specific ID or Global ID in the response at point (5a) or (5b).

To minimize latency, contention should be detected as quickly as possible. To this end, detection criteria may include both synchronous and asynchronous events. Synchronous events have the advantage that not only the events, but also the absence of the events can be used for detection of contention. Contention which results in the UE having to retry the random access procedure may be detected at points (3), (5) and (6) in Figure 4.
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Figure 4: Access-procedure signalling.
(3): With a tight timing relationship between the random access burst (1) and the uplink grant (2), the absence of an expected uplink grant (3) shall lead the UE to infer that the access attempt was not detected by the Node B and prompt the UE to retry.
(5a): When the UE is known on cell level (i.e., is RRC connected and has a unique cell specific ID) or has indicated its Global ID to Node B, the Node B can uniquely address the UE without first contacting the aGW. Thus, if a tight timing between events (3) and (5) is maintained, the absence of a response to (3) allows the UE to infer that it was not successful and has to retry.
(5a) and (5b): If the UE detects a response to (3) which does not contain either its unique cell specific ID (5a) or Global ID (5b), the UE shall conclude that a retry is needed. 

(X): In case neither success nor failure is detected at (3), (5a) or (5b) a “failure” timer shall be used to protect the UE from waiting indefinitely for the asynchronous (5b) which may have passed undetected. Expiry of the “failure” timer indicates that the response was, with a high probability, lost and a retry is needed.

Following a failed random access attempt, the UE restarts the random access procedure after a back-off time.

The success and failure detection rules above, ensures that only one of the UEs which chose the same Random ID gets access to the system.
4 Control Plane Latency
In the following, it is assumed that the UP latency requirement of 5 ms, or 10 ms RTT over the RAN (TR 25.912 ‎[2]), can be fulfilled also for CP signalling and that the RTT over the radio interface, including L1 processing, is in the order of 5 ms. It is further assumed that RRC processing in the eNB implies an additional 2 ms delay and that NAS processing in the MME adds 5 ms delay. Random access sub-frames of 0.5 ms are assumed to be available every 10 ms resulting in an expected waiting time of 5 ms for the next random access sub-frame with a uniformly distributed access pattern.
	Delay Sources
	

	RTTUE, eNB
	5 ms

	RTTUE, MME/UPE
	10 ms

	RRC processing in eNB
	2 ms

	NAS processing in MME
	5 ms

	Time between RA sub-frames
	10 ms


4.1 Access from LTE_IDLE

In LTE_Idle, a UE has no association with a eNB and, thus, the system is accessed from a state where the UL is not time synchronized to the eNB. Hence both network and UE triggered access from LTE_Idle include a non-synchronized random access procedure which adjusts the UE transmit timing and supplies the UE with an initial scheduling grant. Figure 5 illustrates the random access procedure and the signaling that follows. After the initial grant is received, RRC connection and NAS service requests are transmitted. The RRC Connection Request triggers the eNB to issue an S1 Connection Request towards the MME to get an S1 connection and to retrieve the UE idle-context. The MME replies with S1 Connection Setup, which includes the UE context, bundled with NAS Service Setup. Upon receiving the UE context, the eNB configures RRC, RLC, MAC and RBs on the network side and confirms its success with a RRC Connection Setup message to the UE. To reduce the number of messages, the NAS Service Setup message from the MME is attached to the RRC Connection Setup message. Finally, the UE acknowledges the RRC and NAS setup messages.
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Figure 5: LTE_IDLE to LTE_ACTIVE signaling chart.
The right hand side of Figure 5 shows the signaling timing. Indices refer to the numbered points in Figure 4. The delay between t0 and t1 is the expected waiting time for the next random access sub-frame. The other delays are signaling and processing delays. As indicated in ‎[2], delay due to the DRX cycle of the UE should not be included when evaluating the CP latency. Since it appears fair to assume that the DRX cycles of UEs in LTE_IDLE and paging are configured such that they are reasonably aligned, the CP latency is evaluated with respect to t0, Figure 5.

It can be readily seen that if contections are resolved at t5b, i.e. when the dashed “resolution” message in Figure 5 is not used, the idle-to-active delay becomes:

T5bidle2active = k·(t5b - t0 ) + (t6 – t5b ) = k·(29 ms) + 7.5 ms,
where k is the number of random access attempts needed. Hence, 3 access attempts can be made within the 100 ms requirement. This should be sufficient for a success rate of 0.999 with a collision probability of 0.1 or a success rate of 0.99 with as high collision probabilities as 0.22.
At a slightly higher resource cost, a faster contention resolution can be achieved by transmitting the dashed “resolution” message in Figure 5. Contention resolution would then be completed at t5a and the overall idle-to-active delay becomes:

Tidle2active = k·(t5a - t0 ) + (t6 - t5a ) = k·(17 ms) + 19.5 ms,
which allows for 4 access attempts in only 87.5 ms. 

Conclusion: The proposed solution fulfills the requirements.
4.2 Access from LTE_ACTIVE (non-synchronized)

UEs which have lost their UL synchronization must perform a non-synchronized random access. In the following it is assumed that the requirement for the “Dormant” to “Active” state transtition applies to UEs in LTE_Active which lack UL synchronization. A transition from “Dormant” (non-synchronized UL) to “Active” (synchronized UL), may be initiated by either the network or the UE. Figure 6 shows the signaling for both cases. Delay due to the DRX cycle of the UE should not be included in the CP latency assessment. Hence the starting point is at time t0 in the figure. Again, the UE first waits for the next random-access sub-frame. Then it transmits a random-access preamble and receives a TA command and a small initial scheduling grant. The UE proceeds to transmit a message, be it RRC or L2 scheduling information or a UP data message, along with a reference to its cell-specific ID. Since the UE is already in the LTE_ACTIVE state, the MME need not be contacted and the transition from non-synchronized to synchronized UL is completed when the UE receives a message, from the eNB, echoing the UEs cell-specific ID. This message may also contain DL data and potential further scheduling grants.
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Figure 6: LTE_ACTIVE, "Dormant" to "Active" signaling.
The right hand side of Figure 6 shows the signaling timing. Indices refer to the numbered points in Figure 4 and the delay between t0 and t1 is the expected waiting time until the next random-access sub-frame. The figure shows that the transition latency from non-synchronized to synchronized UL is:
Tdormant2active = k·(t5a - t0 ) = k·(17 ms),
where, again, k is the number of random-access attempts. It is concluded that there is room for 3 random-access attempts in 51 ms. It is, however, expected that UE-to-eNB RTTs of less than the assumed 5-7 ms are feasible and that 3 random-access attempts would be possible within the stipulated 50 ms.
Conclusion: The proposed solution fulfills the requirements.
5 Discussion and Conclusion

R1-061369 ‎[4] shows that a system with a 5 MHz overall bandwidth, 1.25 MHz random-access bandwidth, one random-access slot every 10 ms and 16 signatures can support high random-access intensities.
For a given amount of random-access resources, increasing the length of the random-access burst also increases the expected waiting time to the next available random-access opportunity. As an example, increasing the burst length from 0.5 ms to 2 ms, increases the expected waiting time from 5 ms to 20 ms. Hence, with 2 ms random-access bursts, 3 random-access attempts would cost about 60 ms in waiting time alone, compared to 15 ms with 0.5 ms random-access bursts. This suggests that random-access burst longer than 0.5 ms should be avoided unless required for basic coverage in large cells.

While using more resources per random access procedure always result in fewer random access opportunities or increased system overhead, it should be noted that an extra contention resolution message sent by the eNB causes less overhead than a corresponding extension of the random access burst. This is due to the fact that sub-frames used for transmission of contention resolution messages can be used for regular DL traffic when there is no ongoing random access. 

It is concluded that the random access procedures proposed and presented in ‎[5] and further evaluated in this contribution can fulfill the LTE Control Plane latency requirements which were summarized in Section ‎2.
6 Proposal

It is proposed to agree that:
· RAN2 concludes that the E-UTRAN control plane latency requirements with respect to state transitions can be met with the non-synchronized random-access procedures proposed in this contribution.

· RAN2 adopts the non-synchronized random-access procedures proposed in this contribution as a working assumption.

· RAN2 prepares input to Section 13.2 of TR 25.912 based on Sections 4 and 5 of this contribution. 
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