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Introduction

This contribution evaluates the user-plane latency of the E-UTRA/SAE system.
TR 25.913 [1] defines the user-plane latency as follows:
“U-plane delay is defined in terms of the one-way transit time between a packet being available at the IP layer in either the UE/RAN edge node and the availability of this packet at IP layer in the RAN edge node/UE. The RAN edge node is the node providing the RAN interface towards the core network.
Specifications shall enable an E-UTRA U-plane latency of less than 5 ms in unload condition (ie single user with single data stream) for small IP packet, e.g. 0 byte payload + IP headers. E-UTRAN bandwidth mode may impact the experienced latency.”
TR 25.913 states furthermore that the exact definition of user-plane latency and its requirement, may need to be revisited once the overall system architecture is settled, especially the split between the RAN and core network. 

Our analysis is based on the present architecture assumptions as described in TR 23.882 [2]. We propose to include the evaluation of U-plane latency into the corresponding section of TR 25.912 [3].
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U-Plane Latency
2.1
Assumptions
The U-plane latency is evaluated based on the architecture model shown in Figure 2-1 which consists of the following elements: 
· The UE, composed of MT (providing the radio interface functions), TE (providing the application/ IP layer), and the R interface between MT and TE.
· eNode B providing radio interface functions and the Transport Network Layer (TNL), representing the point of attachment to the IP-based access network. 

· IP Access Network modelled as a network of IP routers and/or L1/L2 switches. 
· UPE providing IP header compression and security functions (i.e. ciphering), implemented in a network node that represents the point of attachment to the internet. This can be either the attachment point to the mobile network operator controlled IP backbone (as illustrated in Fig. 2-1), or to the public internet domain. For enabling a potential delay measurement, we assume a “pingable” IP Host (H) to be connected to a port that interfaces with the IP routing function of the UPE.
· IP backbone network, i.e. an autonomous IP system controlled by the mobile network operator.
· User plane mobility anchor representing the anchor point for intra-SAE IP mobility (and possibly also for inter-access system IP mobility).
It is assumed that the U-plane latency requirement applies to the transmission delay between the UE and the UPE and all UPE functions included. 
The overall end-to-end delay is composed of the following contributions:
· UE protocol processing delay

· Radio interface physical layer delay

· eNode B protocol processing delay

· Access transport network delay

· UPE protocol processing and IP routing delay.
Each of these individual delay contributions is evaluated in the next Section.

[image: image1.emf] 

eNode B  

User Plane  Anchor  

IP Access NW  

IP backbone   

UPE  

UE  

S1  

TE  

MT  

H  

R  

Uu   LTE  


Figure 2‑1: Architecture assumed for U-plane latency evaluation
2.1
Latency evaluation
A suitable practical way to measure the round-trip time (RTT) between the UE and the UPE is to use ICMP “Echo Request” and “Echo Response” messages as e.g. applied by the Ping application.

As not all details of the LTE radio interface are defined at this time, we take a number of working assumptions in the following that may need to be updated later on.

The delay analysis is based on the following assumptions: 

· Transmission of ICMP Echo Request/Response packets of 40 bytes, i.e. 32 bytes ICMP packet payload (which includes the IP header) plus 8 bytes ICMP header, which corresponds to the length of a TCP/IP packet without payload.

· The data packet does not require segmentation/reassembly and fits into a transport block (including protocol overhead) transmitted in a single TTI over the radio interface.

· The data packet is received correctly at the first transmission. 

· No scheduling delay on MAC-hs. Any available data packet is sent immediately over the radio interface

· No queuing delays and no packet loss in potential IP routers/switches on the transport network between UPE and eNodeB.

· A protocol configuration as shown in Figure 2-2:
· It is assumed that the transport network layer on the S1 interface consists of an IP tunnel established between the eNode B and the UPE. The protocol stack is shown here to consist of a Frame Handling Protocol (FHP) over SCTP or UDP over  IP. On layer 1 and layer 2 any technology shall be applicable (e.g. microwave, Ethernet, DSL, POS, ATM). On the various segments between intermediated routers and/or switches of the transport network different L1/L2 technologies may be employed.
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Figure 2‑2: Assumed Protocol Architecture for User Plane Latency Measurement 
Due to the above assumptions, i.e. unloaded access network, no retransmissions, no scheduling delay, the resulting end-to-end delay figure represents a lower limit on transmission latency. As the TTI on the radio interface is very small, the minimum transmission latency depends to a large extent on processing delays which all are heavily implementation dependent.

The processing delay values listed in this analysis should be interpreted as reasonable design targets in order to meet the overall latency requirement.  
The individual delay contributions of each node and network segment are listed in Table 2-1. Further explanation to each assumption is provided below.

Table 2-1: Delay Contributions of each Node/Network segment 
	Node/Segment
	Delay type
	DL Delay [ms]
	UL Delay [ms]
	Legend

	Host
	IP/ICMP
	-
	-
	1

	UPE
	IP Routing
	0.10
	0.10
	2

	
	PDCP/cipher proc.
	0.25
	0.25
	3

	
	Queuing delay
	0.00
	NA
	4

	S1 i/f
	FH/UDP/IP/POS
	0.25
	0.25
	5

	
	Intermed. IP router/switch
	0.20
	0.20
	6

	
	Total propagation (100 km)
	0.40 
	0.40
	7

	
	FH/UDP/IP/POS
	0.25
	0.25
	8

	eNode B
	RLC/MAC proc.
	0.25
	0.25
	9

	
	MAC scheduling delay
	0.00
	NA
	10

	
	Average waiting time
	0.25
	NA
	11

	
	PHY proc./resource allocation
	0.50
	0.50
	12

	Radio path
	TTI
	0.50
	0.50
	13

	
	Propagation
	-
	-
	14

	UE/MT
	PHY proc.
	0.50
	0.50
	15

	
	Average waiting time
	NA
	0.25
	16

	
	MAC scheduling delay
	NA
	0.00
	17

	
	MAC/RLC/PDCP proc.
	0.50
	0.50
	18

	R i/f
	L1/L2 processing
	-
	-
	19

	UE/TE
	IP/ICMP/Ping proc.
	0.10
	0.10
	20

	
	Total one-way
	4.05
	4.05
	21


1)  Processing delay in the application host, here assumed to be negligible. If this assumption is invalid this contribution could be subtracted from the measured ping delay as it should be regarded beyond the scope of the delay requirement.
2)  IP routing functionality is regarded as being part of the UPE/Access Gateway. A carrier-grade high-speed backbone router is assumed here. Thus the delay contribution under unloaded conditions should be very low.

3)  Processing delay for header compression/decompression and ciphering/deciphering in the UE.

4)  Queuing delay in the transmission buffers of the UPE. It as assumed that a packet available in the buffer can be sent over the TNL immediately.

5)  Overall TNL protocol processing delay at the UPE side.
6)  Processing delay one intermediate IP router or L1/L2 switch on the transport network. This delay contribution shall include the time it takes to read the data packet into the input buffer. This time depends on the transmission speed on the link and the packet size.
7)  Total propagation delay on the S1 interface for a distance of 100 km. Transmission on fiber is assumed     (4 us/km delay).
8)  Same processing delay as 4). Here eNode B side of the TNL.

9)  RLC/MAC processing delay in the eNodeB in transmit and receive directions.

10)  MAC scheduling delay in the eNodeB, applicable for the downlink only. This refers to the retention time of a packet in the MAC transmit buffer until transmission is granted. Here assumed as zero.

11) Average waiting time for the beginning of a transmission slot (subframe) on the downlink. The waiting time can be assumed uniformly distributed between 0 and 0.5 ms for a TTI of 0.5 ms. Average value is 0.25 ms.

12) Physical Layer processing delay for the data packet in the eNodeB. On the downlink, this time interval can be overlaid with sending a scheduling indicator/resource allocation to the UE. In this case, the larger of these two latencies need to be applied.
13) TTI period equals 0.5 ms.

14) Propagation delay of the radio signal (3.33 us/km). Negligible for the applicable cell size. 

15) Physical Layer processing delay in the UE (downlink: receive processing; uplink: transmit processing). 
16) Average waiting time on the uplink corresponding to 11).

17) MAC scheduling delay in the UE, applicable for the uplink only. This refers to the retention time of the data packet in the transmit buffer until it is allowed to be sent. Here assumed as zero.

18) Overall MAC/RLC/PDCP processing delay in the UE.

19) Delay of the R interface, assumed as negligible. If this is not valid, its contribution should be subtracted from the measured ping delay.

20) Possible processing delays of the protocols in the TE.

21) The total one way delay obtained as the sum of all delay contributions 1) -20).
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Conclusion
This contribution has discussed and evaluated the minimal achievable U-plane latency between the UE and the point of attachment to the internet, which here is assumed to be represented by the UPE.
It has been shown that the delay requirement of 5 ms one-way can be fulfilled under the given constraints: unloaded access network, 40-byte IP packets (i.e. no application payload), no scheduling delay (i.e. no gain of link adaptation), successful first transmission (i.e. no gain of HARQ incremental redundancy). We have noted that the delay requirement demands very tight and ambitious targets on implementation dependent processing delays in every part of the system.  It should also be noted that in a realistic scenario of a loaded network, with retransmissions, radio interface scheduling and possible transport network queuing delays, the resulting average delay will likely be significantly larger than the minimum figure derived in this analysis.
It is proposed to include Section 2 of this paper into Sec. 13.3 “U-plane Latency” of TR 25.912 [3].
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