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1. Introduction
Some significant differences in Random Access usage between UTRA and E-UTRA justify reassessing the Random Access load expected in E-UTRA. Random Access use-case analysis has been started in [1] [2]. This contribution aims at extending the use-case list and describing the associated procedures so as to enable further resource dimensioning analysis of E-UTRA Random Access.

2. Random Access usage

It results from RAN2 decisions captured in [3] that the Random Access usage in E-UTRA can be shared among the following main purposes:

· RRC states transitions: DETACHED or IDLE ( ACTIVE
· Out-of-sync recovery in ACTIVE state
· Scheduling request (in ACTIVE state)

· Network-controlled handover (in ACTIVE state)

· Tracking Area (TA)-updates in IDLE state
It is assumed that the UE’s serving cell (re)selection during IDLE and DETACHED states is taken care by the UE based on periodic DL channel quality measurements, and does not involve the Random Access channel.
Interconnection between NodeB’s is assumed in RAN2 for call transfer support (security, header compression, data forwarding) [3]. We assume, in the sequel, extending this usage to network-controlled handover and cell allocation.
As elaborated in the following sections, most Random Access usages involve scheduling requests from UE to Network. Moreover, it is assumed that the information required being conveyed by the scheduling request may include, on top of the resource needs, the UE ID, Random Access type (or cause), DL C/I, current serving cell … This information can be partly identified by the preamble signature and/or physical UL resource used for sending the preamble and partly carried by a payload, referred to as Random Access message. We assume in the following the UE UL resource needs are coded in the message. 2 options exist for transmitting this message:

1. The message is sent along with the preamble in the Random Access burst. In this case, the Node B demodulates/decodes the scheduling request and sends back to the UE the associated allocated resource on UL SCH, along with timing advance information and C-RNTI [3], if necessary.
2. The message is sent only after the Node B acknowledged back the Random Access preamble. In this case, only preamble transmission uses a contention-based channel, and the Node B sends back to the UE the associated allocated resource on UL SCH for the message, along with timing advance information and C-RNTI [3], if necessary.
Both options are left open so far, but without loss of generality, we assume option 1 in the sequel (except where explicitly mentioned), in order to simplify the description of the various procedures.
2.1. RRC states transitions DETACHED or IDLE ( ACTIVE
In the case the Random Access message is sent separately from the preamble, minimum information is assumed being available to the NodeB from the preamble (e.g. Random Access cause) and a baseline procedure follows:
1. The cell search procedure, during which UE detects and identifies the cells in range, performs DL synchronization for each and captures the broadcasted system/NodeB’s/cells-specific parameters, is assumed completed. A serving cell was chosen by the UE.

2. UE sends a scheduling request to the serving cell through the non-synchronized Random Access channel that conveys TA-ID (IDLE -> ACTIVE) or random ID (DETACHED -> ACTIVE) as UE ID.
3. Serving cell sends back L1 synchronization information, C-RNTI, TA-ID (DETACHED -> ACTIVE), UL resource on UL-SCH.
4. Communication takes place on UL/DL-SCH
5. Network-controlled serving cell reselection may take place if required according to a regular handover procedure (section 2.4)
In the case the Random Access message can be sent along with the preamble, RRC state transition and network-controlled cell reselection (or adjustment) can take place simultaneously:
1. The cell search procedure, during which UE detects and identifies the cells in range, performs DL synchronization for each and captures the broadcasted system/NodeB’s/cells-specific parameters, is assumed completed. A serving cell was chosen by the UE.
2. UE sends scheduling requests along with measured DL C/I and current chosen serving cell to the cells in range through the non-synchronized Random Access channel that conveys TA-ID (IDLE -> ACTIVE) or random ID (DETACHED -> ACTIVE) as UE ID
.
3. Network (current serving NodeB or aGW) chooses best serving cell according to:

a. DL C/I reported by UE
b. UL quality of received Random access bursts reported by NodeB’s/cells in range of the UE
c. Load balancing among cells in the coverage range of the UE
4. Destination cell sends back L1 synchronization information, C-RNTI, TA-ID (DETACHED -> ACTIVE), UL resource on UL-SCH.
5. Communication takes place on UL/DL-SCH
2.2. Out-of-sync recovery in ACTIVE state
UL synchronization maintenance during an inactivity period of a UE in ACTIVE state is still open so far and is subject to a question from RAN2 to RAN1 in [4]. The issue is addressed in [5] by calculating a time-out after which the UE may be considered out-of-sync assuming 500km/h and 1µs max allowed uncertainty, resulting in 2.16s. A relevant comment is that the same time out could be used to switch to IDLE state, thus simplifying the procedure.
In case it would be allowed that a UE loses UL synchronization while staying in ACTIVE state, recovering from out-of-synch would result in the very same procedure as the IDLE ( ACTIVE state transition described in section 2.1.
Note also a cell re-initialization after a radio-link failure would result in the same procedure.

2.3. Scheduling request
This is likely to be the most frequent usage of Random Access and addresses new scheduling requests or scheduling need updates of in-sync UE’s in ACTIVE state. It uses the synchronous Random Access, which was newly introduced during the e-mail discussions dedicated to Random Access on the reflector. It is still a contention-based channel, but received UL signals are assumed time aligned within the same precision as required for other scheduled data. 

Such procedure operates as follows:
1. UE sends a scheduling request to the serving cell through the synchronized Random Access channel that conveys the current C-RNTI (or could be also TA-ID) as UE ID
2. The serving cell sends back UL resource allocation and optionally residual timing advance information.
3. Communication takes place on UL/DL-SCH
2.4. Network-controlled handover
A handover procedure is only needed in ACTIVE state. Other states use cell (re)selection. The handover and the destination cell are decided by the Network based on the following criteria:

1. UL/DL quality experienced in current serving cell
2. Periodic reports from UE of quality of DL broadcast channels of cells in range
3. Load balancing among cells in the coverage range of the UE
2.4.1. Inter-NodeB handover procedure
An inter-NodeB handover procedure is as follows:
1. The network informs the UE on a set of chosen destination cell candidates (in preferred order)
2. UE sends a scheduling request to the destination cell at the top of the list through the non-synchronized Random Access channel that conveys the current C-RNTI (or could be also TA-ID) as UE ID
a. destination cell denies
: the UE restarts 2. with next destination cell candidate in the list
b. destination cell accepts the UE: it sends back L1 synchronization information, new C-RNTI, UL resource on UL-SCH.
3. Communication takes place on UL/DL-SCH
2.4.2. Intra-NodeB handover procedure
Handover between cells of the same Node B can be handled directly by the Node B scheduler that will re-assign C-RNTI and UL/DL resource in the new cell. The Random Access is not required for that purpose.

2.5. Tracking Area (TA) updates
In IDLE state, the UE position is known by the Network at Tracking Area (TA) level [3]. Given the mobility is addressed by (UE-controlled) cell reselection, the UE may be asked to signal its presence periodically to allow the Network keeping track of TA updates. A time-out on these periodic TA-updates triggers an IDLE ( DETACHED state transition [3].
A TA-update consists of UE sending a non-synchronized Random Access attempt to its current serving cell, conveying its TA-ID. The cell acknowledges back the TA-update.
3. Conclusion

From the above, the Random Access usage in E-UTRA can be summarized as follows:
1. Non-synchronous Random Access:
a. to destination cell in inter-NodeB handover
b. to NodeB’s in range in:
i. DETACHED -> ACTIVE state transition
ii. IDLE -> ACTIVE state transition
iii. ACTIVE state in case of out-of-synch recovery
c. to serving cell in IDLE state for TA-update
2. Synchronous Random Access: from UE to serving cell in case of new scheduling request of in-synch UE
In addition, some physical means need to be provided (e.g. Random Access message field or different allocated random access resources) to allow the NodeB differentiating between the following Random Access burst types:
1. Non-synchronous Random Access:
a. Handover Random Access
b. Entering ACTIVE state / Out-of-sync recovery
c. TA-update
2. Synchronous Random Access (new scheduling request)
Given synchronous and non-synchronous Random Access channels will likely be allocated different UL resources no more than 3 types of different Random Access types need to be differentiated by the Node B (2 bits).

These use-cases can be used as baseline assumption for further Random Access resource dimensioning analysis.
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� Assuming a sufficient level of synchronization between cells of the same NodeB, a single Random Access attempt may be sent to these using NodeB specific ID (e.g. scrambling code or signature set…). In case NodeB’s are not synchronized (default assumption), a specific Random Access attempt needs be sent to each NodeB.


� Destination cell may have not detected the Random Access burst, or the Random Access burst was detected but UL C/I is below an “acceptance” threshold, or inter-NodeB load balancing negociation did not occur in case of no interconnection between NodeB’s
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