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1. Introduction

This document is a general investigation of how MBMS can evolve to benefit from the E-UTRAN.
2. General Architecture and External Interfaces
As seen from the application level, it is important that the architecture of E-MBMS should not appear very different from Rel-6/7.  The CN functions of the GGSN/SGSN are incorporated into the AGW in this proposal, with the Gi and Gmb interfaces terminated directly at the AGW; it follows that the E-UTRAN implementation of E-MBMS must present itself to the BM-SC just as in Rel-6/7 MBMS (without the availability of an “adapter” function external to the E-UTRAN).

A proposed high-level architecture for E-MBMS is shown in Figure 1.
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Figure 1: E-MBMS architecture, with data flows

This figure should be understood to show the flows for a single service; that is, the blue (user-plane) arrows constitute a single multicast tree.  That they do form a tree, without a many-to-many relationship between AGWs and eNBs, implies that—for this one E-MBMS service only—each eNB is the exclusive “property” of only one AGW.  There is simply no benefit to a more complex arrangement; if an eNB receives two (presumably identical) data streams for one service from different AGWs, there is nothing useful for it to do with the duplication.

However, for inter-AGW mobility, there must be some measure of coordination between eNBs associated with different AGWs; hence the control interface between AGWs.
Note that, as with Rel-6/7 MBMS, the user-plane data on the Gi interface actually includes some higher-layer signalling that from the application perspective would be considered part of the control plane—e.g., support for service discovery and key negotiations.  The distinction shown here between control and user planes is strictly from the RRC perspective.

3. Physical-Layer Structure

This section is a summary of the current direction of discussion in RAN1.  At this writing, most of the contents have not been formally agreed in RAN1, but could be considered to have some level of consensus behind them.  The summary here is provided for reference in the rest of the document, not as a definitive statement of technical details.  The numerology, especially, should not be taken as static.
The bandwidth available to E-MBMS in this structure varies according to whether particular pieces of content are being broadcast in SFN fashion or independently per-cell.  Where possible, we anticipate that an SFN arrangement will be used, since it offers a much higher data rate; however, some content (highly local services and some control information) is intrinsically unique to the serving cell.  With such data, modulation and coding rates may need to be very low (e.g., QPSK with rates in the vicinity of 1/7) to reach the edge of a cell acceptably, resulting in a much lower data rate.

3.1.  Slot Structure

In this model, E-MBMS is to be realised as a TDM structure on an OFDM carrier (Figure 2), with E-MBMS occupying a set of slots of 0.5 ms each.  (The rationale for this arrangement is primarily a matter of link efficiency; in addition, a strict time-multiplexed arrangement minimises the duty cycle of the receiver.)  Not all slots in a particular carrier are necessarily devoted to E-MBMS; it may be time-multiplexed with other services (the slots labelled “Unicast” in Figure 2).  The assignment of slots to E-MBMS can be essentially arbitrary, with only a few restrictions (detailed below).
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Figure 2: TDM arrangement of E-MBMS and unicast services

In this view there is no distinction between slots and transport blocks; the bandwidth of a single slot is small enough to offer no great advantage from breaking the data down into smaller units, and on the other hand large enough for a single slot to form a reasonable-sized block for encoding.  (This suggests the possibility of an extremely simple view at the transport-channel level—indeed it is not obvious that the MAC layer needs to contribute any structure at all; the whole E-MBMS “world” can be viewed as a stream of slots, and management of channels within the stream consists simply of assigning slots (perhaps dynamically) to logical channels.  This theme is addressed further in Section 4.1.)
3.2. Superframes

At the larger scale, we assume a structure resembling that of Figure 3 below.  Here the E-MBMS channel consists of a stream of slots, with 20 slots to a 10-ms radio frame, 24 frames to a 240-ms “outer frame”, and four outer frames with a 40-ms preamble forming a 1-second “superframe”.  The nested frames are essentially coding blocks at different levels within the physical layer; from the RAN2 perspective they can be viewed as transparent.  However, they define a sort of “repetition cycle” for E-MBMS services, in which each individual service is assigned one or more TDM “interlaces” (slot positions within the outer frame), and this assignment potentially changes with each superframe.
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Figure 3: Superframe structure

The internal structure of the superframe preamble is largely open; it is intended to contain TDM pilots (i.e., an entire OFDM symbol across an 0.5-ms slot is devoted to the pilot) and control information on the configuration and scheduling of the E-MBMS content (the equivalent of the MCCH and MSCH in Rel-6 MBMS; from the RAN2 perspective, the preamble is naturally suited to this task since it already has its own repetition cycle).
Note that a particular frame (or outer frame or superframe) need not be devoted entirely to E-MBMS, though within each superframe the E-UTRAN must assign some portion of the first 80 slots (40 ms) to E-MBMS to carry the contents of the preamble.  In keeping with the interleaving of E-MBMS and unicast services shown in Figure 2, we anticipate that within the structure shown above, some slots may be carrying other services (and the system handles these slots independently of the E-MBMS framing structure).

3.3.  Interlace Assignments

The granularity with which interlaces are assigned to services is effectively a TTI for the MTCH (Figure 4).  For evaluation, RAN1 are currently looking at TTIs of 0.5 ms (1 slot), 1 ms (2 slots), and 2 ms (4 slots).  The length of the TTI affects the minimum data rate that can be offered to a stream per superframe; for instance, if the TTI is 4 slots, the smallest possible allocation in one superframe to one service is 8 ms (16 slots; as described below, allocations take place in sets of four TTIs).
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Figure 4: TTI sizes on the MTCH (colours represent services)

Figure 5 shows the assignment of TDM interlaces to different services across the superframe structure.  The frame level is omitted for clarity (it contributes nothing to the structure of an interlace), so each outer frame is viewed as a stream of 480 slots.  The important point here is that, within a superframe, the distribution of slots to different services (different colours) is the same in each of the four outer frames; at the superframe boundary, this assignment can change.
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Figure 5: Interlace assignments in consecutive superframes

The bandwidth offered to the application by this scheme naturally depends on physical-layer assumptions.  Assuming SFN operation, the parameters used in [7] give a data rate (on a per-slot basis) of 6 Mbps—that is, approximately 3 kbits of data in a single slot (using 16QAM modulation; half that if QPSK is used instead).  What this means for an individual service depends on the restrictions for assigning interlaces to services; if we allow a “granularity” of a single interlace (i.e., an effective TTI of 0.5 ms on the MTCH), then each interlace offers 12 kbits (6 kbits for QPSK), and the data rate per interlace is 12 (resp. 6) kbps.  Table 1 shows the equivalent numerology for various possible TTIs on the MTCH.

	Superframe

Duration
	Outer Frame Duration
	MTCH TTI
	Number of Available Interlaces
	Effective Data Rate

per Interlace

	
	
	
	
	16-QAM

Rate 1/2
	QPSK

Rate 1/2

	1000 ms
	240 ms
	0.5 ms
	480
	12 kbps
	6 kbps

	
	
	1.0 ms
	240
	24 kbps
	12 kbps

	
	
	2.0 ms
	120
	48 kbps
	24 kbps


Table 1: MTCH granularity and effective data rates

We suggest that a granularity of 12 kbps is adequate for realistic E-MBMS services, and that as a result there is no need to consider cases where two or more services share a single interlace assignment.  (Note that the allocation of services to interlaces can change from one superframe to the next, so the minimum sustained data rate for a service can be almost arbitrarily small; the minimum assignment just means that any particular service has to be delivered in “bursts” of four slots at a time.)

On the other hand, data that cannot be relied upon to be identical across an SFN network, such as cell-specific control data, may see data rates on the order of 500 bits per 0.5-ms slot, so that each interlace has an effective data rate of only 2 kbps.

3.4. Physical Channels

The physical-layer structure described calls for physical channels of two types:

· MPCCH (MBMS Physical Control Channel)

· MPDCH (MBMS Physical Data Channel)

The MPCCH, in the RAN1 view, is primarily responsible for carrying the mapping between OFDM resource blocks (i.e., interlaces) and data flows from higher layers.  This is essentially a physical-layer mapping, and could possibly be realised with a PHY-only channel; alternatively, the MPCCH could be a PHY substrate for a logical channel carrying this information as well as other control data.  For this document, we (tentatively) assume that the MPCCH is a PHY-only channel and that RRC control information is carried via a logical channel mapped on MPDCH.

Interestingly, the MPDCH, the “generic” physical channel underlying E-MBMS data, is capable of changing configuration parameters (e.g. modulation) on a slot-to-slot basis.  This means that different services with different underlying channel characteristics can nevertheless be multiplexed on the same physical channel; that is, all the E-MBMS services on a carrier can travel on a single MPDCH.  This gives rise to a simple structure of physical channels, shown in Figure 6.
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Figure 6: Physical channelisation in a superframe

Because of the very different structure of the preamble as opposed to the outer frames, we assume that the layer-3 control information in the preamble is mapped on a separate MPDCH (shown as “MPDCH 1” in the figure) from the actual MBMS services.
4. RRC Aspects

This section addresses the major RRC characteristics and procedures that need to be decided upon by RAN2.
4.1. Transport Channelisation

As mentioned already, the rôle for transport channels in the E-MBMS structure is limited.  Given the assumption of Section 3.4 that all services are mapped to a single physical channel, there is no evident reason to distribute them across multiple transport channels.  Thus we assume that each MPDCH has a single transport channel mapped on it, adding no structure but simply acting as a transparent container for a physical channel.
For purposes of this document, we assume that there is an MCH transport channel specific to E-MBMS.  The resulting transport channelisation (within a single superframe, and assuming that the entire superframe is devoted to E-MBMS with no multiplexed unicast services) is shown in Figure 7.
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Figure 7: Physical and transport channelisation in a superframe
The depiction of the MPCCH as a single block at the beginning of the preamble is probably accurate; there is no fundamental reason why the physical channel needs to be contiguous in the time domain, but it seems sensible that the superframe should begin with the basic physical-channel mapping needed to determine how to parse the remainder of it.
4.2. Logical Channelisation

This section maps the familiar Rel-6/7 MBMS logical channels to their proposed equivalents in E-MBMS.

4.2.1.  Configuration Channels

In the model of Section 3, the preamble contains configuration information loosely comparable to the MCCH and MSCH.

The analogue of the MSCH is a mapping of services to slots (precisely, to interlaces within the superframe)—the scheduling information that we have assumed is carried on the MPCCH.  In contrast to the Rel-6 MSCH, which is an optional power-saving feature, this per-slot scheduling information is absolutely necessary to receive E-MBMS services.  On the other hand, this information does not need to propagate above the physical layer; from the perspective of layers 2 and above, the UE is simply listening to a particular logical channel.  Thus we propose that the MSCH has no analogous logical channel, but is replaced by the PHY-only MPCCH.

The MCCH does not need to change conceptually; there is still a need in E-MBMS for a logical channel carrying configuration information needed by layers 2 and 3.  We continue to call this channel the MCCH.
Because of the data-rate restrictions imposed by non-SFN operation, the MCCH contents should be coordinated across SFN “cell groups” as much as possible.  Obviously this will not be possible for all data, especially in the presence of cell-specific services; not enough information is yet available to guess the proportions of configuration data that might be “SFN-able”.

Assuming a 5-MHz carrier, each slot in the preamble carries approximately 3 kbits (SFN, 16QAM) or 500 bits (non-SFN, low-rate QPSK).  In theory, then, the entire preamble could offer an effective data rate somewhere between 40 kbps and 240 kbps (minus an unknown but small percentage for TDM pilots).  The low end of this very wide range seems likely to be a significant restriction on the content of the MCCH; the high end almost certainly offers far more bandwidth than the MCCH could realistically require.  (For perspective, a preliminary analysis in [7] found that the Rel-6 MCCH as it was then understood would require at most 7216 bps; later discussions in RAN2 suggested that 20 kbps was thought to be a safe upper bound for “normal” cases.  Of course E-MBMS can carry many more services, with a corresponding growth in the MCCH data.)
The MPCCH requires at most 480 logical identifiers per superframe; assuming 10-bit identifiers (which would allow 1024 “live” MTCHs at a time, though not all transmitted in any one superframe), it would fit in approximately 5 ms of the preamble (of course, the MPCCH data cannot benefit from SFN transmission).
The reception duty cycle of the UE is an important concern in addition to the bandwidth demands of the data.  For maximum UE battery life, the MCCH should be carried in a very small number of slots at the beginning of the preamble, so that only a brief period of reception is required for the UE to determine what portions of the upcoming superframe it needs to read.  Obviously this is more realistic for a high-data-rate MCCH than for a lower-rate one.  We will address some specific pieces of MCCH data in Section 4.4, but such an examination cannot lead to a very solid conclusion until a clearer understanding is available of the mix of SFN and non-SFN data.
Our tentative conclusion, pending a more detailed understanding of the configuration data, is that an equivalent of the Rel-6 MICH is not needed in E-MBMS.  Even if the MCCH ultimately occupies a fairly large portion of the preamble, it should be possible to structure the data to minimise reading time (similar to the use of the MBMS MODIFIED SERVICES INFORMATION message in Rel-6/7) without the need for a separate notification channel.  Therefore, we assume for this analysis that all UEs interested in E-MBMS will listen in every superframe to (at least a distinguished subset of) the MCCH.

4.2.2.  MTCH

The natural equivalent of an MTCH is the set of TDM interlaces assigned to a particular data stream.  It is not necessarily the case that this should be the same as a “service” in the application-layer sense; it could potentially be useful for a single program to deliver its video stream on one MTCH, audio on another, alternate-language audio on a third, &c., and rely on the application layer (using the contents of the service guide as well as the MCCH) to determine which aspects of the service it needs to receive.
In terms of the frame structure, each MTCH active in a superframe is mapped to a set of interlaces, with the mapping described in the preamble.  Note that not every MTCH needs to be transmitted in every superframe; to the extent that the application layer can tolerate the resulting delays, the network can essentially time-multiplex MTCHs at a long time scale, enabling it to transmit more services than the 480 interlaces (assuming an 0.5-ms TTI) available in any one superframe.

4.2.3.  Mapping to Transport and Physical Channels

The mapping of logical channels to transport and physical channels is more or less inevitable; within each superframe, the MCCH is mapped (via a transport channel) to the MPDCH in the preamble, and all active MTCHs are multiplexed together (via a single transport channel) to the MPDCH covering the outer frames.  This arrangement is shown in Figure 8, in a miniature example with only four interlaces carrying three MTCHs (the application-level stream A, assigned to MTCH 1, is receiving twice the data rate of the others in this superframe).
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Figure 8: Physical, transport, and logical channelisation in a superframe
For discussion, it is convenient to identify the physical and transport channels with each other entirely, and think of the logical channels as being mapped directly to resources on the underlying MPDCHs.

Note that the mapping of streams to logical channels is semistatic—that is, stream A is associated with logical channel 1 over a long period, perhaps for several repetitions of the entire session—while the mapping in the MPCCH of logical channels to interlaces is more dynamic, potentially changing every superframe.
4.3. RRC Procedures

This section looks at the existing MBMS procedures (using [6] as a guide) and attempts to determine their analogues in E-MBMS.  In general, we do not yet attempt to make detailed proposals for the functioning of these procedures, but only to determine what procedures will be needed and where they will be clearly different from Rel-6.

It should be borne in mind that many procedures in Rel-6 MBMS were designed with the assumption of a small number of services.  For instance, RAN2 have previously been able to assume that the number of services in any one cell was small, and therefore that problematic situations such as a UE interested in multiple conflicting services were corner cases.  The much higher data rate of an E-MBMS carrier means that this assumption may no longer be valid.  Many RRC procedures will need to be examined for scalability with this issue in mind.
The following list includes some procedures that today belong to the CN, but that under the architecture described would migrate into the AGW and become RAN2’s responsibility.
· Session start/stop: No changes (except inasmuch as the bearers being established involve different parameters due to the OFDM carrier).

· Joining: There are no changes obviously necessary.  However, because services cannot conflict (except by being on entirely different carriers), there are fewer reasons than in Rel-6 for a UE with a subscription to an E-MBMS service to not actually listen to it.  Within the scope of a single carrier, it seems safe to expect that “joining”, “linking”, and “activating” are normally the same concept for UEs that have any E-MBMS activity at all.  However, for UEs that need to listen to another carrier in addition to the one carrying E-MBMS, this assumption will be less plausible, and some conceptual distinction may be needed.  (In addition, a UE could choose to conserve power by ignoring services in which it would otherwise be interested.)
· Counting/recounting: A restricted version of the counting procedure could still be valuable to determine whether there is at least one user for a given E-MBMS service in the service area.  However, because of the increased efficiency of the E-MBMS physical layer described and the nature of the OFDM downlink, it does not seem that point-to-point E-MBMS will be desirable, and therefore the more general use of counting to determine bearer type probably has no equivalent in E-MBMS.  (This is, however, more of a change of philosophy than a technical difference; there is no way and no particular reason to prohibit an E-UTRAN from counting higher than 1.)

· Notification: Since UEs that are listening to E-MBMS already receive the preamble, they have no need of a notification procedure.  Because of the low cost of listening to the control information in the E-MBMS preamble, it appears safe to expect that any UE listening to the carrier containing an E-MBMS service can handle the task of keeping itself informed as to the service’s status.  However, UEs on other carriers will need a notification procedure similar to the current form of dedicated notification.
· Mobility: In the case of an SFN service, mobility between synchronised cells is a no-op for the UE above the physical layer; it simply goes on listening.  The non-SFN case is more complicated; if a service is offered on two adjacent cells, but the transmissions are not synchronised, it is not clear how much the UE can do to make mobility happen smoothly, with minimal interruption of service.  Non-SFN mobility is FFS.
· FLC/FLD: If E-MBMS services are offered on multiple carriers, FLC will be needed much as it is in Rel-6 MBMS.  The need for FLD is less definite, but the same concerns that made it necessary in Rel-6 may apply in LTE as well.  To the extent that these functions are required, we expect that the high-level changes required from MBMS will be minimal.

· Transmission of control information: Shared between the general system information (which contains the minimal information needed to direct UE to the preamble) and the “MCCH” portion of the preamble, as described in Section 4.2.1.

· Protocol states: It should be possible for a UE to receive E-MBMS services in either LTE_ACTIVE or LTE_IDLE.  In the active case, however, conflicts may need to be resolved when a UE has an E-MBMS service on one carrier and a unicast service on another carrier (outside the frequency range implied by the UE capability).

Several of these procedures depend on how multiple carriers are managed.  While we assume that some support will be needed for E-MBMS across multiple carriers, it also seems beneficial to consider possible simplifications (such as equating the “joined” and “activated” notions) for the single-carrier case.

4.4. Control Information

The following table, modified from Table 2 in [6], enumerates the existing control-information IEs from MBMS and maps them to their general analogues under this vision of E-MBMS.  (The “Description” column is copied verbatim from [6], for reference, and does not apply to E-MBMS.)
	IE
	Description
	E-MBMS Analogue

	MICH
	No equivalent channel

	MBMS Notification Indicators
	Indicates when new information is to be transmitted on MCCH in the next modification period.
	Not needed.

	BCCH
	External to E-MBMS

	MCCH System Information
	Includes:
-  Configuration of the radio bearer carrying MCCH,

-  MCCH schedule information (access info, repetition and modification periods).

Additional parameters may be identified in stage 3.
	Information needed to receive E-MBMS preamble; this may be no more than a carrier ID.

	MCCH – Non Critical Information
	MCCH (in superframe preamble)

	MBMS Access Information
	Contains parameters that control, for the purposes of counting, whether UEs should establish an RRC connection  (idle mode) or make a cell update (URA_PCH state). It may include for each service for which counting is in progress:

-  MBMS service identity,

-  Probability factor (Idle mode),

-  Probability factor (URA_PCH),

Additional parameters may be identified in stage 3.
	Indication of which services are being “counted” (but we assume that the E-UTRAN only counts to 1).  This field would be provided per-service as part of the “MBMS Service Information” analogue (below).

	MCCH – Critical Information
	MCCH (in superframe preamble)

	MBMS Change Information
	Identifies MBMS services for which parameters are modified in this modification period.  It may include for each service listed:

-  MBMS service identity,

-  MBMS session identity.

Additional parameters may be identified in stage 3. In stage 3, MBMS Change Information is contained in the MBMS MODIFIED SERVICES INFORMATION message.
	Not needed, unless data-rate restrictions mean that it is unreasonable for the UE to read the entire MCCH in every superframe.

	MBMS Service Information
	Identifies MBMS services that are available in the cell. It may include for each service listed:

-  MBMS service identity,

-  MBMS session identity,

-  Indication that a p-t-m bearer is established for the service in the cell,

-  RB release indication,

-  Preferred frequency layer information.

Additional parameters may be identified in stage 3. In stage 3, MBMS Services Information for a service is contained in either the MBMS MODIFIED SERVICES INFORMATION or the MBMS UNMODIFIED SERVICES INFORMATION messages depending upon the change status of the service.
	A similar list of available services is needed.  For each service, the information likely to be needed includes:

- Service identity

- Session identity

- Radio bearer information (below)

- Preferred frequency information (in multiple-carrier case)

Note: We suggest that the distinction between modified and unmodified services could be removed, since the duty cycle associated with reading the “MCCH-like” data is already short enough that the benefits would be minor.

	MBMS Radio Bearer Information 
	Contains, for one or more MBMS services information describing the radio bearer and the p-t-m bearer that is used within the serving cell. It may include for each service listed:

-  MBMS service identity,

-  MBMS cell group identity,

-  Physical channel information,
-  Transport channel information,

-  Radio Bearer information.

Additional parameters may be identified in stage 3.
	For each E-MBMS service:

- Cell group identity, if applicable

- SFN information, if applicable

- TDM interlaces assigned to service in this superframe (via mapping in MPCCH)
- Radio bearer information

- Channel information (details FFS)

Note: Assumed that this is provided as part of the “service information” above, hence no need to repeat the service identity.

	MBMS Neighbouring Cell Information
	Contains, for one or more MBMS services transmitted in neighbour cells that can be used for soft or selective combining, information describing the p-t-m bearer to which it is mapped in the neighbour cell. It may include for each service listed:

-  MBMS service identity,

-  Cell identification information,

-  Physical channel information,

-  Transport channel information,

-  Radio Bearer information,

-  L1 scheduling information,

-  Soft/ selective combining information.

Additional parameters may be identified in stage 3.
	Per service, per neighbour cell:

- Cell identification

- Channel information (details FFS)

- Radio bearer information

- SFN information, if applicable

- Scheduling and combining information (FFS)

Note: Assumed that this is provided as part of the “service information” above, hence no need to repeat the service identity as in Rel-6 MBMS.

	MSCH 
	MPCCH (in superframe preamble)

	MTCH Scheduling Information
	Contains information that enables UEs to perform discontinuous reception of MTCH. It may include for each of one or more services:

-  MBMS service identity,

-  The start time and duration of a period of data transmission,

-  Indication that there is no data transmission for one or more MSCH repetition periods.
	Physical layer only; contains the mapping of MBMS data flows to TDM interlace assignments in the current superframe.


Table 1: E-MBMS control information in MBMS terms
This table suggests a fairly simple architecture for the E-MBMS control information, in which the preamble contains a list of services and a collection of per-service data.  If the MCCH can be treated as a unit, there is little benefit in distinguishing modified from unmodified services, or in maintaining a modification period separate from the repetition period (which is imposed by the superframe structure).  However, if the data rate of the preamble is low, it may be useful to investigate methods to enable UEs to read only a portion of it in each superframe.
5. Conclusions
We have proposed a number of conclusions (some more certain than others) throughout this document; they are collected here.

· User-plane data is distributed in a multicast tree within the E-UTRAN; for each service, each eNode B is “owned” by exactly one AGW.  There is a control interface for coordination between AGWs.
· The AGW presents a “clone” of the existing Gi and Gmb interfaces to the BM-SC, so that changes from UTRAN to  E-UTRAN can be hidden from the application layer.

· There are two MCH transport channels within an E-MBMS carrier, mapped on two separate MPDCH physical channels.
· There are two logical channel types, MCCH and MTCH, both similar to the Rel-6/7 channels of the same names.  Each superframe carries a single MCCH in the preamble and a variable number of MTCHs in the interlaces.  Both are mapped on MCH.
· The equivalent of the MSCH is the PHY-only MPCCH.

· There is no MICH, but a dedicated notification procedure is needed.  UEs listening to E-MBMS read the MCCH (or possibly a subset of it) in each superframe.
· RRC procedures need to be examined for scalability.
· Point-to-point E-MBMS is not supported.

· The counting procedure still exists, but is presumed to be useful only to distinguish the cases of “no users” and “at least one user”.
· UEs can receive E-MBMS in either LTE_IDLE or LTE_ACTIVE (the latter provided the unicast services are intra-frequency with respect to the E-MBMS carrier and the UE’s capabilities; the inter-frequency case is FFS).
· The control information carried on the MCCH is as described in Section 4.4.
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