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1. Introduction

This contribution discusses the handover procedure for LTE Active mode mobility assuming that the termination of the outer ARQ and the mobility decision functions (RRC) are located in the eNodeB according to the decision at the RAN#31 meeting. 
The RAN 3 TR [1] discusses the possible options for the handling of the Control Plane (CP) and the User Plane (UP) in case of mobility and also gives an evaluation for the UP options. In this contribution we provide some additional aspects to consider for the evaluation, especially for the CP options and we give proposals for the selection of the preferred options.
2. Discussion and Proposal for CP Handling
In [1] there are two options identified for the handling of CP during mobility:
· C-1: HO procedure with MME/UPE involvement

· C-2: HO procedure without MME/UPE involvement.

2.1. Option C-1

In case of option C-1 the aGW, which hosts the MME/UPE function, is involved already in the preparation phase of the handover procedure. The source and target RRC functions located in the source and target eNodeBs communicate via the aGW to transfer the RRC context of the UE and to prepare resources at the target eNodeB.
Using option C-1 to handle the CP communication at handovers can have the following advantages:
· The same procedure can be used for the handling of inter-access mobility to other 3GPP accesses e.g., for handovers between LTE and UTRAN. In case of inter-access mobility the CP signaling necessarily has to go via the aGW, since a direct interface between an eNodeB and a node of a different access type, e.g., an interface between an eNodeB and an RNC would be infeasible. Note also that a C-1 based handover procedure is needed for inter-access handovers independently of how the integration with the target system is implemented, i.e., independent of how the aGW interfaces with the target system. The harmonization of intra-access and inter-access mobility procedures is also explicitly mentioned as an open issue in [1].

· Moreover, there could also be intra-LTE handover cases when the CP signaling necessarily has to go via the aGW. One example for such a case is when the handover is combined with a serving aGW relocation. The relocation of serving aGW may become necessary at the boundaries of non-overlapping tracking areas or due to load sharing reasons between aGWs. Other examples are the handling of exceptional and error cases. For example, in case of a RL failure the eNodeB where the UE performs a cell reselection may be a distant eNodeB, which does not have an interface to the source eNodeB. In this case the target eNodeB can fetch the UE context only with the involvement of the aGW. The role of the aGW during handover preparation is also mentioned among the open issues in [1]. 
· Selecting option C-1 has the further advantage that it does not require the existence of an eNodeB-eNodeB interface. Note, however, that an eNodeB-eNodeB interface may still exist, if it is required for the support of other functions, such as RRM. 
That is, if option C-1 is selected for mobility handling, then 3GPP needs to define only one mobility procedure, which can be used to handle all cases of both intra and inter-access mobility. Otherwise, there will be two handover procedures defined, one with MME/UPE involvement, which would be primarily used for inter-access handovers but could potentially be used for intra handovers as well and a second procedure based on option C-2, which would be applicable only for intra handover cases. This means that there would be an ambiguity with regards to whether option C-1 or C-2 are implemented and used for intra handovers by different vendors, which would create inter-operability problems.

Note that, since an inter-access handover procedure has to support both directions of the handover i.e., handover into an eNodeB and out of an eNodeB, it can potentially be used for intra-access handovers as well when both the source and target system are eNodeBs. That is, even if a C-1 based procedure is defined with the intention to be used only for inter-access handovers, it will be possible to use it for intra-access handovers as well.

The only potential drawback of using option C-1 for intra-LTE handovers could be the slightly increased preparation time, which is due to the signaling going via the aGW. 
· The preparation time would increase with the difference of the RTTs between source and target eNodeBs in the two cases, i.e., the RTT on a direct eNodeB-eNodeB path compared to the RTT on an eNodeB-aGW-eNodeB path plus the processing time in the aGW. Since the transport path between eNodeBs would typically go via a higher layer aggregation node in the transport network, which could very well be the aGW itself, no major difference is expected in the signaling delays of the two cases. But even if there exists a direct transport link between two eNodeBs, the gain in signaling delay would not be significant (< 10 ms). This means that the impact on the preparation time and thereby the impact on the radio efficiency is considered to be negligible.
Note that the user plane interruption time is not influenced by the selection of the CP option, as it primarily depends on the selection of the UP handling scheme, which is going to be discussed in Section ‎3. For instance, the user plane packet forwarding can go directly from source eNodeB to target eNodeB, even if the CP is handled via the aGW.
2.2. Option C-2
In case of option C-2, the source and target eNodeBs communicate directly during the handover procedure to prepare the handover and to transfer the RRC UE context. The aGW is notified only after the completion of the handover procedure in order to switch the UP path from the source to the target eNodeB.
· The advantage of using option C-2 for intra-LTE handovers is the potentially shorter preparation time. However, the difference in the signaling delay is expected to be minor without any measurable impact on the radio efficiency, as it has been pointed out above.
The drawback of option C-2 is that we loose all those advantages mentioned for option C-1, which were mainly related to simplicity by having only one single handover procedure defined. 
· As it has been mentioned above, option C-2 alone is not applicable to handle inter-access handovers. This means that a control plane procedure based on option C-1 needs to be also defined at least for the handling of inter-access handovers. 
· This also means that the implementation complexity will increase, since each vendor will have to implement both options in order to support interoperability.

· Moreover, the C-2 based procedure used for intra mobility handling would anyway need to be extended with procedures for handling of exceptional and error cases, when the aGW needs to be involved in the signaling. 

Summary: When selecting the scheme for CP mobility handling we propose to consider the number of handover procedure options that will need to be defined in the standard and their impact on multi-vendor interoperability. In case of option C-1 there will be only one mobility procedure defined in the standard. In case of option C-2, it will be necessary to define a second procedure based on C-1 in order to support inter-access mobility. However, nothing would prevent a vendor to use the C-1 procedure also for intra-access handovers, which means that there will be an ambiguity with regards to the intra-access handover procedure implemented by different vendors, which could create serious interoperability problems.     
3. Discussion and Proposal for UP Handling

There have been three options identified in [1] for the handling of UP during a handover:
· U-1: Bicasting at aGW

· U-2: Forwarding from source eNodeB to target eNodeB
· U-3: Switch at aGW

Since the handover decision point will be located in the eNodeB according to the decision at RAN#31, option U-3 is no longer a possible alternative. Therefore, we consider only option U-1 and U-2 in this contribution.

Note that the above options address only how the UP should be handled in the downlink. Handling of uplink transmission during handover is more straightforward and could be done in a similar way in all cases. The UE continues its UL transmission at the target eNodeB with the next PDCP+Ciphered PDU that has not been delivered at the source eNodeB side before the start of the handover. In the rest of this document we will use the term aGW PDU to refer to the header compressed and ciphered PDUs, as the termination point of these protocols are located in the aGW. Note that aGW PDUs will be sequence numbered, which is needed for ciphering but which can be used also for reordering and duplication avoidance in the handover procedure.
It is assumed that the MAC layer in the UE gives notification to the upper layer when the receiver side has successfully received an upper layer SDU (=aGW PDU). That is, the UE has a fairly good knowledge which was the last aGW PDU received by the source eNodeB. However, there might still be some packets that have been received by the source eNodeB but the acknowledgements on the MAC layer did not reach the UE before the start of the handover execution. 
This means that a few packets may be transmitted duplicated over the radio interface by the UE, once to the source eNodeB and a second time to the target eNodeB, but even if that occurs, this should typically not be more than one or two packets. The duplicated packets in the uplink can be filtered out at the aGW based on the SN of aGW PDUs. That is, duplicates would not be seen by the application layer, they would only waste some negligible radio interface resources. If such duplicates need to be avoided then the source eNodeB would need to transfer the sequence number (SN) context, i.e., the SN of the last received aGW PDU to the target eNodeB and the SNs would need to be synchronized between the UE and the target eNodeB before data communication can begin. The need for such a duplication avoidance mechanism is hard to motivate as the gains would be negligible.
3.1. Option U-1

In this case a user plane connection is established from the aGW to the target eNodeB during the handover preparation phase and data packets are bicast to both source and target eNodeB. When the UE reconnects at the target eNodeB, the eNodeB notifies the aGW, which stops bicasting packets toward the source eNodeB.

Packet losses: Bicasting can result in packet losses during the handover, since it can never be guaranteed that the bicasting was started early enough such that all not-yet bicasted packets stored in the source eNodeB buffers could be sent out at the source site prior to the handover. Therefore bicasting cannot be an option for non real time applications, e.g., for best effort TCP connections, which would suffer significantly from packet losses.
Duplications: Bicasting can also result in large number of duplicated packets, unless sequence numbering is used and the sequence numbers of the last received packets is exchanged between the UE and the target eNodeB after the completion of the handover. Note that the large number of potential duplicates is due to that a large number of packets have been bicast to both eNodeBs, and the target eNodeB cannot know which of these PDUs have been sent out already at the source side. Therefore, it is important that the UE sends an SN status report to the target eNodeB before DL communication can begin, basically telling the SN of the last aGW PDU it has received from the source eNodeB. 
Out of order: There are no problems with in order delivery in case of bicasting.
Based on the above considerations on packet losses, bicasting could be an option only for real time services, for which there are basically no packets buffered in the eNodeB, which means that there is no problem of losing the packets in the source eNodeB buffers at a handover. Moreover, real time applications are less sensitive to packet losses and since packets have a strict delivery deadline, those exceeding that deadline will be dropped anyway either at the eNodeB or at the receiver. 
Although bicasting could potentially be used for real time services, it would not give any benefit in terms of user perceived performance compared to forwarding, since the interruption time would be approximately the same in both cases, as it has been pointed out also in [1]. There would only be a difference in the length of the time period during which packets suffer additional jitter. In case of bicasting the jitter persists only for the period of the radio link switch, while in case of forwarding the jitter persists as long as the forwarding is ongoing. The forwarding may last for a few more packet transmissions until the path is switched at the aGW. During that time the real time packets will get an additional jitter that is equal to the forwarding delay between eNodeBs. However, this cannot be expected to have any measurable impact on the application level performance, since the forwarding delay and thereby the jitter would be small (e.g., < ~10ms), which is well within the limits of the jitter that such a real time application has to tolerate anyway. 
Therefore, it is hard to motivate either from a performance point of view or from any other reasons why to introduce bicasting at all and thereby to have two different procedures defined in the standard for UP handling. Note that forwarding will be needed anyway for data applications in order to guarantee lossless delivery. 
3.2. Option U-2

In case of forwarding a temporary tunnel is established between source and target eNodeB as part of the handover preparation procedure and downlink packets sent to the source eNodeB will be forwarded to the target eNodeB until the path is switched at the aGW. We assume that the path is switched after the UE has completed the handover and the target eNodeB has signaled the path switch request to the aGW. 
Packet losses: Forwarding guarantees lossless packet delivery. The MAC layer in the source eNodeB notifies the upper layer about the last aGW PDU that has been successfully transmitted to the UE, i.e., that has been acknowledged by the UE on the HARQ/ARQ layer. The source eNodeB starts the forwarding with the next aGW PDU and forwards all the rest of the buffered and incoming PDUs. 
Duplications: There might be some aGW PDUs that have been received by the UE on the source eNodeB side but the corresponding acknowledgements on the MAC layer did not reach the source eNodeB before the start of the handover. Such PDUs will be forwarded to the target eNodeB and sent out to the UE for the second time, which means that duplicated transmissions over the radio interface may occur. However, this could impact only a few packets, if any, and the performance impact on the radio interface is negligible anyway. The duplicated packets can be filtered out in the UE based on the SN of aGW PDUs. If one wanted to avoid such duplicates, the SN of the last received DL aGW PDU would need to be synchronized between the UE and the target eNodeB before any DL packet transmission can start.
Out of order delivery: The target eNodeB needs to ensure that the forwarded PDUs coming from the source eNodeB and the rerouted PDUs coming from the aGW are sent out to the UE in the right order, i.e., forwarded PDUs first and rerouted PDUs next. Note that the use of SNs is not needed for this reordering. It could be sufficient, for instance, if the source eNodeB marks the last forwarded PDU and thereby notifies the target eNodeB that after this PDU it can continue the transmission with the rerouted PDUs. 
As it has been argued in Section ‎3.1, the same forwarding method can be used both for real time and non-real time services as it fulfills the performance requirement of both services. That is, the need for a service dependent UP handling scheme is hard to motivate not to mention the problem of how to handle the handover when a UE has active connections of different service types.
Summary: It is proposed to use forwarding as the only UP handling scheme for mobility. Forwarding can fulfill the performance requirements both in terms of interruption time and lossless packet delivery, which makes it applicable both for real time and non-real time services. This means that there will be only one procedure for UP mobility handling defined in the standard, which decreases implementation complexity and the risk for interoperability problems as well.
4. Conclusion

It is proposed that the number of options that are going to be defined in the standard for mobility handling should be minimized as much as possible. Preferably there should be only one way of handling mobility in order to avoid interoperability problems. In that case the same mobility procedure has to be able to handle all possible types of handovers, which can be achieved only if the CP is handled via the MME/UPE and the UP is handled by forwarding. It has been also shown that using this single handover procedure for all cases does not compromise the handover performance.
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