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Introduction

OFDM based radio access has been selected for LTE downlink. In OFDM-based radio access, the radio resources are defined by time and frequency and channel-dependent packet scheduling is an essential technique to meet the high throughput requirement set-out for LTE [1]. Moreover, it has been decided to use shared channels only for data transmission in LTE. 
Even though, the use of channel-dependent scheduling and the shared channel operation allow user multiplexing and exploitation of statistical multiplexing gain to achieve high system/user throughput, this also demands for an efficient management of control signalling and advanced scheduling scheme in order to achieve high system efficiency. 

In this document, we discuss the major issues that should be considered for the design of advanced downlink scheduling scheme for LTE. Based on the discussion, a scheduler architecture is proposed for LTE. The proposed architecture is capable of providing the scheduling flexibility in terms of 

· Optimised CQI signalling which is flexible for the different resource allocation mechanism and support of channel-dependent scheduling,

· Scheduling optimisation based on the traffic characteristics, ie. Service dependent scheduling mechanism
· UE context transfer flexibility at inter-Node B handover.

2
Discussion
2.1 DL shared data channel operation
Figure 1 shows an example of downlink shared data channel operation in LTE.  Each UE measures downlink channel quality based on downlink pilot and/or data signals. Node B transmits the common pilot signal (common reference signal) at a regular interval in time and frequency domain [2], and in many cases this may be used to estimate the channel quality. The UE sends the measurement reports indicating the received channel quality to its serving cell Node B. Based on the channel quality indicators and other factors such as user QoS requirement, queue length, etc, a scheduler at the Node B determines which UEs are to be allocated physical shared resources in the next scheduling period. The scheduled UEs are informed of the decision and necessary information to decode the data, over shared control channels. The data is transmitted over shared traffic channels. After decoding the data over shared traffic channels, the UE sends acknowledgement necessary for the HARQ operation.
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Figure 1: downlink shared channel operation  
2.2 Resource allocation 
Currently two different physical layer resource allocation strategies are being discussed in RAN1 for OFDMA system [3]. There are distributed and localized resource allocations.
In distributed resource allocation, the UE is assigned a number of sub-carriers, which are distributed over the entire bandwidth. It is designed to achieve frequency diversity gain and is more appropriate in fast time-varying environment experienced at high mobile speed and in cases in which a high burst rate is to be delivered to the UE (high bandwidth occupancy).
In contrast to distributed resource allocation, a number of consecutive sub-carriers are assigned to the UE in localized resource allocation. The intention is to allocate the frequency-bandwidth which results in good channel condition to each user. This takes into account multi-user diversity to maximize the system performances when serving multiple users at a given time. Localized resource allocation is optimized for short duration and is beneficial in slow varying channels in low to medium mobile speed and for lower total bandwidth occupancy of the allocation.
Some UEs can be in a channel environment suitable for distributed resource allocation, while others may be in an environment suitable for localized resource allocation. Therefore, it is necessary to support both distributed and localized resource allocation in a cell at a given time.
Conclusion: Both distributed and localized resource allocations should be supported.
2.3 Channel quality measurements and reporting

The UE sends DL channel quality measurements in order to enable the resource allocation schemes, link adaptation and power control. The measurements are made on downlink pilot or data signals, which are sent over the entire bandwidth. For localized resource allocation, it is desirable to know CQI information separately for each possible resource chunk. However for distributed resource allocation it is sufficient to use only the average CQI. The CQI measurement reporting should be designed for efficient support of both localized and distributed resource allocation in LTE. It is desirable to define two different CQI measurement report criteria, which are optimized for localized and distributed resource allocation or to adjust the time/frequency granularity of the CQI reporting to suit the different resource allocation. CQI reporting criteria should allow for
· Efficient trade-off between control signaling overhead and link-adaptation performances

· Reduced latency associated with CQI reporting.
Conclusion: CQI measurement reporting should be optimized for support of both localized and distributed resource allocation while allowing for efficient trade-off between control signaling overhead and link-adaptation performances.

2.3 Scheduling principles

Considering the amount of CQI feedback required, the distributed transmission would be desirable for traffic characterized by high frequent (periodic) transmission with small packet size such as VoIP. The localized transmission would be desirable for non-real time bulk of traffic such as FTP transfer, HTTP, etc as an efficient trade-off between CQI signaling overhead and link adaptation gain (hence system/ user throughput) can be achieved. The design of the scheduling scheme for the traffic characterized as being periodic with variable large packet size such as VBR video traffic needs further study. Thus, the selection of appropriate transmission scheme, hence scheduling, is not only defined by the channel characteristics but also the characteristics of the traffic. 

In addition to the channel-characteristics and traffic characteristics, QoS requirements, buffer occupancy, fairness, latency requirements, priority levels, etc should be taken into account in selecting which UEs to be receive data in the next scheduling period and how much physical resources to be used for each transmission. 

Conclusion: an efficient scheduling should take into account the link layer (channel) characteristics, traffic characteristics as well as QoS requirements set-out at the higher layers. 
3.
Proposal
The above discussion concludes that it is desirable to design a scheduler for systems based on OFDM physical link layer, which 

· supports both distributed and localized resource allocations

· makes scheduling decision based on the channel characteristics, traffic characteristics as well as QoS 
· supports channel-dependent scheduling

· optimizes CQI measurement reporting for efficient trade-off between control signaling overhead and link-adaptation performances.
A scheduling architecture which is capable of fulfilling the above set-out requirements is proposed for LTE. The proposed scheduling architecture consists of two stages. A basic functional diagram of the proposed scheduling architecture is shown in Figure 2. Both scheduling stages are located at Node B. 













Figure 2: two-stage scheduling architecture

An example of scheduling procedures at stage 1 and stage 2 could be as follows.
Scheduling Stage 1:

· At stage 1, the scheduler collects the necessary information such as logical channel priority, QoS requirement (service class, delay-jitter requirement, traffic characteristics, etc), buffer occupancy and average CQI needed for scheduling.

· The scheduler decides whether localised or distributed resource allocation is to be used for data transmission based on the traffic characteristics and UE speed for each logical channel with data to be transmitted.

· The scheduler determines which data flows (logical channels) of UEs are potential to be scheduled for the next scheduling period based on the information collected at step 1. The  amount of data selected in stage 1 scheduling is larger than that will actually be scheduled at scheduling stage 2. This allows for flexibility of radio resource allocation at scheduling stage 2.

· The information of the selected UEs and the amount of data for the transmission is sent to the scheduling stage 2 for the radio resource allocation and the scheduling for the data transmission over the radio channels. 
Scheduling Stage 2:
· The stage 2 scheduler operates at TTI level. 
· The scheduler collects CQI information for each UE selected at the Stage 1. The data flows (logical channels) selected for localised transmission need detailed CQI over the entire bandwidth for efficient resource allocation. The data flows (logical channels) selected for distributed transmission only need the average CQI values at TTI interval to allow for efficient link adaptation and HARQ operation. The procedure to collect CQI information for the UEs selected at Stage 1 is FFS. One way to achieve this is to send CQI request message to the UEs selected at Stage 1. This would minimise the associated signalling overhead. However, this incurs scheduling delay. On the other hand, only the data flows selected for localised transmission need detailed CQI profile. 
· Scheduler determines the data flows (from the set of data flows selected at Stage 1) and amount of data to be scheduled for the next TTI based on the time-frequency resources, channel condition, transmission method (localised or distributed), HARQ profile, link adaptation, etc.
· The time-frequency resources are allocated to the selected data flows and the data belonging to these flows will be passed on to the physical layer for the transmission. The scheduling stage 1 is updated with the scheduling decision. 
Benefits of the proposed two-stage scheduling scheme
· The two-stage scheduling scheme can be designed for efficient support of QoS aware service-dependent scheduling and channel-dependent scheduling.

· The two-stage scheduling scheme allows for CQI signalling optimisation.  
· Inter-Node B handover support. The decision made at the scheduling stage 1 is minimally dependent on the cell specific information. Therefore, in case of inter-node B handover, the UE context within the scheduler stage 1 can easily be transferred to the target Node B.  
4.
Conclusion
In this contribution, we discussed scheduler architecture evolution for LTE and proposed a scheduling architecture for LTE DL Node B packet scheduling on shared channels. The proposed two-stage scheduling architecture provides scheduling flexibility in terms of 

· CQI signaling optimization flexibility for different traffic classes.

· Scheduling period flexibility allowing QoS aware service-dependent scheduling and channel-dependent scheduling at TTI level

· UE context transfer flexibility at inter-Node B handover.
It is proposed to discuss the advantages of two-stage scheduling architecture over a single stage scheduling architecture for LTE. 
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