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1 Introduction

The purpose of this paper is to present a MAC architecture for LTE, showing the relevant functional entities and their relationship. Only MAC models for the downlink direction are presented, but the functionality for the uplink should be similar. For example, the uplink MAC architecture should include the same MAC entities (MAC-o and MAC-d).
The MAC layer provides logical channels to the upper layer. The most important MAC functions are

· multiplexing of logical channels into MAC-d flows,

· segmentation & concatenation of MAC-d PDUs into MAC-o PDUs,

· multiplexing of MAC-d PDUs from different MAC-d flows into the same MAC-o PDU,

· in-order delivery of MAC-d PDUs within a MAC-d flow,

· HARQ per UE operating on MAC-o PDUs, and

· uplink and downlink scheduling between the MAC-d flows.

Reference [1] proposes a corresponding Radio Interface Protocol Architecture and describes the resulting User Plane Data Flow.
2 Downlink MAC architecture
The proposed MAC architecture for the downlink direction is shown in the following sections. 
2.1 Multiplexing Architecture Including QoS Support

Figure 1 shows the multiplexing architecture that we propose to adopt for E-UTRAN.
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Figure 1 Proposed multiplexing structure for E-UTRAN
Multiple UMTS bearers (PDP contexts in Rel. 7) can be simultaneously active between a UE and an ACGW. Each UMTS bearer is associated with a QoS class. The number of QoS classes on UMTS bearer level is FFS in SAE. The function of the MAC-d protocol is to multiplex the packet traffic from different UMTS bearers that are associated with the same or similar QoS class onto the same MAC-d flow. Consequently, all packets of a MAC-d flow are handled in the same way on the transport network and in the MAC-o entity. Therefore, a queue redistribution function known from MAC-hs is not required within a MAC-o entity.
Since the MAC-o layer needs to ensure in-order delivery within a MAC-d flow, each MAC-d flow is associated with a Priority Queue in the Node B and a corresponding Reordering Queue in the UE. The maximum number of Priority Queues, and thereby the maximum number of simultaneously active MAC-d flows per UE is limted (e.g., 4 or 8). 

A MAC-o entity supports a limited number of scheduling classes (e.g., 16). The number of supported scheduling classes may vary between Node B vendors. Examples of attributes that define a scheduling class include ‘scheduling priority’, ‘maximum scheduling delay’ (per MAC-d PDU), and ‘committed rate’ (per scheduling class). Each MAC-d flow and the associated Priority Queue is a associated with a scheduling class, and multiple MAC-d flows (Priority Queues) can be associated with the same scheduling class. A MAC-o entitity maintains a table that defines the mapping from UMTS bearer level QoS classes to MAC-o level scheduling classes. We propose that the mapping table and the attributes defining a scheduling class are configurable from the management plane. 
In addition - and opposed to the MAC-hs layer in UTRAN - the MAC-o layer supports the multiplexing of MAC-d PDUs from different MAC-d flows into the same MAC-o PDU. Therefore, a MAC-o PDU will include a tuple <Priority Queue ID; TSN> per group of MAC-d PDUs from the same MAC-d flow. This provides the capability to schedule for a single UE MAC-d PDUs from different scheduling classes in the same TTI. This will be beneficial if a user, e.g., has an ongoing VoIP call and in parallel downloads her e-mail inbox.
2.2 MAC-d architecture (ACGW)
It is proposed to have a MAC-d entity in the ACGW that performs multiplexing of logical channels of the same priority to MAC-d flows in the ACGW. The main motivation for the MAC-d multiplexing layer is that data with the same or similar Quality of Service requirements can be put into a single priority queue at the MAC-o layer. Compared to the option of one MAC-d flow per logical channel, the number of priority queues in the Node B and the number of handled flows in the transport network is reduced. Since the number of priority queues has a direct impact on the complexity of scheduling decisions, it is advantageous to have a small number of priority queues. The MAC-d is simplified compared to Rel-6 since only multiplexing is performed, i.e. no ciphering or TFC selection. Note that the MAC-d multiplexing is only needed when several flows have the same priority, otherwise the MAC-d is transparent.
2.3 MAC-o architecture (Node B)
The proposed downlink MAC-o architecture for the Node B is shown in Figure 2. There is one MAC-o entity per cell and direction (i.e one DL MAC-o and one UL MAC-o) which is natural since the scheduler included in MAC-o needs to handle information from several users. The use of one entity for DL and one for UL simplifies the modeling and specification even if the functionality for DL and UL is connected.
MAC-o is further divided into two main functions, the scheduling function (one per MAC-o entity) and the per user processing function (one per user in LTE_Active).
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Figure 2: MAC-o architecture (downlink) in Node B
Scheduling function

MAC-o receives data on a number of MAC-d flows where each MAC-d flow carries a number of logical channels of the same priority, in contrast to HSPA where a MAC-d flow can carry logical channels of different priorities. The logical channel is identified by the MAC-d header in case multiplexing is performed.

The scheduling function selects which users that should be scheduled in a given TTI and also determines the amount of data that shall be transmitted from each of the UEs priority queues based on the scheduling class of the queues. The scheduling function receives channel quality information (CQI) to aid the scheduling decision. 

The paging and broadcast control function co-ordinates the paging and broadcast transmissions in interaction with the scheduler function and submits the paging and broadcast information to the physical layer. 

Per user processing function

Data from different priority queues received from the scheduling function are multiplexed in the Mux and TB generation function. Data from several priority queues can be transmitted in the same TTI for efficiency reasons. A MAC-o PDU is constructed from the data with a size that fits the available radio resource which is indicated by the CQI. Segmentation and concatenation is performed when necessary.

The MAC-o PDU is delivered to the HARQ entity which performs HARQ retransmissions
. When multi layer transmission (MIMO) is used the MAC-o layer will either deliver one transport block per layer or one single transport block to be transmitted over all layers (FFS in RAN1).
2.4 MAC-o architecture (UE)

The proposed downlink MAC-o architecture for the UE is shown in Figure 3. In the UE there is one MAC-o entity per UE and direction (i.e one DL MAC-o and one UL MAC-o) in order to simplify the MAC modeling and specification.
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Figure 3 MAC-o architecture (downlink) in the UE
The HARQ entity performs the HARQ related functionality, e.g. generates the HARQ feedback information. The disassembly function splits the received MAC-o PDU into reordering queues. Reordering is performed to assure in-sequence delivery to higher layers. The reordering is done per priority queue based on explicit queue IDs and MAC sequence numbers included in the MAC-o header.

After the reordering the MAC headers are removed, RLC SDUs are re-assembled and the payload is delivered to RLC.
3 Conclusions
A MAC architecture has been presented. It is proposed to capture the Figures and text from sections 2.2-2.4 in the RAN2 TR.
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� The outer ARQ is assumed to be part of the RLC layer and is therefore not visible in this figure
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