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1
Introduction

The scope as well as the purpose of this contribution is to present a proposal of the MAC architecture for E-UTRAN.

2
Background and motivation
In accordance with [1-3], E-UTRAN adopts shared transport channel (SCH) in both the uplink (UL) and downlink (DL) with smart packet scheduling and retransmission techniques for an efficient QoS support, and no longer uses dedicated transport channels (DCH). Possible mapping between logical channels and transport channels is illustrated in Figure 1 based on [2, 3].
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Figure 1: Mapping between logical channels and transport channels

Notice that DL CCCH is not needed, as the formal usage of DL CCCH mapped on FACH and PCH as in UTRAN can be realized with a DL DCCH mapped on SCH for the UE which at this point in time has already been known over the radio interface in E-UTRAN with a dedicated temporary network identifier. In the UL it is more reliable to map DCCH on SCH and not on RACH. This can be more efficient as well due to flexible and efficient usage of SCH resources via smart scheduling and allocation.
General functions of E-UTRAN MAC (E-MAC) have been proposed and described in [4]. These functions of E-MAC also include a set of functions inherited from RLC of UTRAN, such as L2 transfer of user data supporting TM, UM and AM; segmentation, concatenation, reassembly and padding; L2 SDU in-sequence delivery, duplicate detection and discard; and so forth. Although RLC has widely been considered to be removed or, at least, significantly simplified for E-UTRAN, these functions are still required in E-UTRAN for supporting various QoS requirements and variable-length IP packets over shared transport channel under time-varying radio link conditions.
In UTRAN, RLC functions such as segmentation, reassembly, concatenation, and padding are most often constrained to a pre-set fixed RLC PDU size, and the functions of RLC and MAC are separated and almost independent. For example, RLC entities form fixed-size PDUs for a given dedicated traffic channel, and then a MAC-d header is attached to an RLC PDU to form a MAC-d PDU. In HSDPA and HSUPA, multiple MAC-d PDUs with necessary padding are put into one MAC-hs/es PDU to form a TB for HS-DSCH or E-DCH. In E-UTRAN, however, in order to allow for more efficient and optimal design of those functions, the multiplexing/demultiplexing of MAC SDUs or segments thereof into/from TB needs to be coupled with segmentation/ reassembly/ concatenation/ padding in a suitable protocol structure of MAC. This must aim to avoid functional redundancy and reduce protocol overhead while keeping the MAC structure simple as much as possible.
Furthermore, [4] suggests splitting, removing or reallocating the following functions from MAC. This is to ensure a fast and optimal operation, i.e., reduced latency in all functionality of the protocol stack, and the proposed protocol architecture with cross-layer optimization.

· HARQ management to L1 (more reasoning details can be found in [4, 5]);

· Selection of appropriate transport format for each transport channel in L1. In a system supporting advanced link adaptation (LA) schemes on a multitude of diversity mechanisms, the final instantaneous subframe-by-subframe link adaptation and scheduling is best managed on L1.

· Identification of UEs on transport channels in L1. This enables Type-II / Type III (Chase) HARQ retransmission combining to be managed by L1.
Further analyses of dual layer retransmission for E-UTRAN are provided in [5]. The main advantages of dual-layer retransmission mode, that is, L2 ARQ at MAC for AM and HARQ at L1 by default, are identified as follows:

· This allows for achieving very low residual error rate at L2 without spending excessive resources at L1;

· This allows for keeping L1 functionality almost the same for supporting both L2 AM and UM and, therefore, reducing the complexity of the L1 HARQ processes;

Further analyses of PS operation and L1-L2 functional split for E-UTRAN are in [6]. The proposed functional-split provides the following basic principles for PS operation:

· The L2 PS part is responsible for the overall scheduling decisions and for QoS control. This includes suggesting to L1 which users to schedule every sub-frame and how much data to transmit to/from each user;

· The L1 PS part is responsible for multiplexing of suggested users per sub-frame, i.e., assigning frequency-time resources and modulation-and-coding schemes. This also includes multiplexing of the pending L1 HARQ retransmissions.

The main reasons as well as advantages of the proposed PS L1-L2 functional split are:
· This is a stringent protocol layered split, where all physical layer functions (L1 control signaling) are hidden from L2;

· The L2 PS is minimally dependent of the physical layer multiple access scheme and duplex scheme for uplink and downlink.

Based on the above background and motivation, the next chapter describes a simple and effective E-MAC architecture which is proposed for E-UTRAN.
3
Proposal of E-MAC architecture

NOTE:
In this chapter, E-MAC structures of the transmitting nodes (E-NodeB for DL and UE for UL) are presented, as all essential MAC services and functions happen at the transmitting side.
Since no dedicated transport channel exists in E-UTRAN [2], there may be only one MAC entity per cell needed which controls the data flows transmitted on SCH and/or RACH. The number of MAC entities per Node-B is FFS, and should be also discussed in the relation to the radio resource management.
Figure 2 depicts the E-MAC structure of the E-NodeB for DL.

· E-MAC receives SDUs of each logical channel identified by a logical channel identifier (LCID) which belongs to a UE or a group of UEs identified by a unique C-RNTI.
· Each LCID is associated with a particular radio link service profile (RLSP) [7]; and depending on that RLSP, L2 QoS support, such as L2 data transfer mode and scheduling, is performed for the given logical channel. MAC SDUs of a particular logical channel may need to be queued up at MAC, and in this case LCID uniquely identifies the corresponding priority queue as well. LCID-indicating field is a part of MAC PDUs. This means that one LCID field is included in the header of a MAC data PDU (D-PDU); and one or several control records dedicated to one or several LCIDs can be included in a MAC control PDU (C-PDU). Each record has one LCID field and LCID-related control information.
· The segmentation of MAC SDUs is performed in such a way so that unnecessary segmentation can be avoided. In a preferable implementation, the necessary segmentation is done adapted to the scheduled TB size for the next TTI so as to fill up the TB without using padding.
· The concatenation of MAC C-PDUs and MAC D-PDUs from different logical channels can be performed per C-RNTI. This is also for filling up the TB without using padding. The basic data flow through E-MAC for SCH is illustrated in Figure 4. Note that RRC messages are also considered as user data to MAC and sent in MAC D-PDUs. MAC C-PDUs are originated and terminated in MAC peer entities for MAC level peer-to-peer control signaling.
· BCCH is considered virtually bypassing the MAC layer. This is supported by the transparent mode (TM) of the MAC layer. (Segmentation of RRC signal for BCCH needs to be supported by RRC itself if necessary.)

· MAC controller and packet scheduler (L2PS) performs, for examples, configuration management via CMAC, measurement reporting via CMAC, and L2PS functions.
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Figure 2: E-MAC structure of E-NodeB for DL
Figure 3 presents the E-MAC structure of the UE in UL. The main functionality and basic data flows of the UE E-MAC for UL are the same as those of BS E-MAC for DL. The major difference is the use of RACH. For controlling RACH transmission such as access class selection and timing, RACH transmission controller is located just above the physical layer.
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Figure 3 E-MAC structure of UE for UL
Figure 4 illustrates an example for the principles of the basis data flow through the E-MAC structures proposed above. The vertical line found in Figure 4 separates 2 logical channels (LCIDs) of the same UE. The necessary segmentation of MAC SDUs coupled with PDU packing and concatenation of PDUs for a L1 SCH TB is aimed for an optimum protocol overhead with simple and robust data structures. This also aims to allow more important MAC PDUs from a SCH TB to be processed first at the receiver by placing C-PDUs and D-PDUs of scheduled logical channels in the TB on a reducing order of the prority of the corresponding logical channels at the sender. (It is assumed that one single TB is allowed per a TTI for a scheduled UE as in HSDPA and HSUPA.)
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Figure 4: Basic data flow through E-MAC
In contrast to the notion of a MAC-d flow as a multiplexing of several logical channels coming from the RLC layer in UTRAN, no logical channel multiplexing is used above the QoS treatment in E-MAC for the following reasons:

· QoS is supported for each logical channel separately by associating one RLSP, and it makes the E-MAC QoS mechanism simpler;

· The AM operation for a specific logical channel is preserved as in AM operation of RLC in UTRAN;

· Flexible QoS multiplexing of packet flows (IP flows) into a logical channel is allowed before entering MAC;

· Concatenation of D-PDUs from different logical channels after scheduling can achieve the same efficient TB construction with less complexity, as only SCH is used and not DCH in E-UTRAN.
4
Conclusions

The design of the above MAC architecture for E-UTRAN emphasizes both simplicity and efficiency for packet data transmissions, in particular IP, over the new radio interface. This avoids complicated and redundant (multi-stage) multiplexing of logical channels and MAC data flows as in UTRAN by using efficient adaptive segmentation, packing and concatenating of the MAC SDUs into MAC PDU and MAC PDUs into TB for SCH based on PS decisions. This also allows for designing effective L2 ARQ for a fast AM operation with minimum redundancy toward the L1 HARQ, yet utilizing the local knowledge about the status of the L1 HARQ process to manage the corresponding L2 ARQ entity.
The proposed E-MAC architecture is simple, efficient and robust for E-UTRAN requirements. Therefore, we propose to include the E-MAC architecture described above in TR 25.813: Radio Interface Protocol Aspects.
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