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1 Introduction

At the last 3GPP RAN2#49 meeting in Korea, a discussion took place on the data framing of IP packet in the future LTE L2.

This document presents our proposal for a efficient and simple method for advantageously shape IP data traffic onto the variable physical resources. 

2 Discussion

As highlighted in several documents from a number of companies, it is beneficial to perform segmentation and concatenation functions as close as possible to the air interface in order to couple these functions with the scheduling algorithm. By doing so, it is possible to optimize the size of the transport block given to the physical layer to the available physical resources and the buffer status. In HSDPA, this was partially achieved by concatenating several MAC-hs PDUs within one transport block, whereas the size is set according to the physical channel quality. However, this method is based on fixed size RLC PDU that tends to cause a significant total overhead (header and padding).

In this document, we propose an alternative solution, which is at the same time flexible, spectrum efficient and requires a minimum L2 overhead. The presented architecture is based on the design principles described in [1] which are here recalled for convenience

· Optimized solution for IP based traffic

· Segmentation and Concatenation function located at the Node B

· Data framing based on variable and dynamic segment length

· “Channel Quality” aware data framing

· Avoidance of padding

· Fast and simple retransmission mechanism for HARQ protocol error recovery (outer ARQ)

· HARQ based physical layer

2.1 Layer 2 function architecture

In order to ease the description and the discussion of the different functions of the L2, we articulate our proposal onto four separate blocks as shown in Figure 1. Each of these black boxes is sufficiently independent such that it is possible to separately design the most efficient implementation. 
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Figure 1 - L2 architecture

2.2 Segmentation

In our view, this block should perform segmentation (concatenation) of IP packets based on the decision of the scheduling algorithm.  

Based on information such as the reported channel quality, the QoS of the different users and flows, the buffer status and the flow control messages, the scheduling algorithm should indicate the size of the transport block of the scheduled flow that the segmentation function should generate as shown in Figure 2. 
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Figure 2 - Scheduling-aware segmentation

Benefits:

· By performing segmentation after the scheduling decision, it is possible to optimize the size of the transport block delivered to the physical layer to the last physical conditions and thus increase the achieved spectrum efficiency (no padding).

Given this size of the resource allocation and the size of the IP packets in the buffer, the segmentation function may 

1. be transparent (single IP packet is transmitted)

2. perform concatenation of IP packets (multiple IP packets are transmitted)

3. perform segmentation of IP packets (at least one IP packet fragmented)

This process is illustrated in Figure 3. IP packet 1 and 2 are transmitted as full packet. For IP packet 3segmentation takes place and the IP packet segments (block#3) will be marked as such. The IP packet segments that are not delivered to the lower functions are kept in the IP packet buffer in-sequence. Naturally, the size of the generated payload should take into account the associated header that will be generated in the next step (see transport block generation section). 
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Figure 3- IP packet segmentation

Generally, the need to segment IP packets depends on the minimum resource block size supported by the physical layer and the physical layer capabilities that are still for further study. It should be noted that a packet may be transmitted by sufficient resource aggregation (e.g. variable TTI length) or additional segmentation may be provided at the physical layer. 

Benefits:

· The proposed method allows the delivery of full IP packets  (no segmentation) or segmented IP packets and thus offers full flexibility on how to adapt the size of the transport block to the experienced physical conditions or the physical layer capabilities.

2.3 Transport Block Generation

2.3.1 Simple header structure

The role of this function is to generate the transport block based on the generated blocks given by the segmentation function and to append the necessary header. Due to the way the IP blocks are segmented, the following three types of information are mandatory in the header. 

· Block Length Indicators (LI) 

· The block length indicators are required to indicate the length of the different blocks that are composing the transport block. There should be at least as many length indicators as there are blocks in the transport block. The packet size usually does not exceed 1500 byte and thus at most 11 bits will be required per length indicator assuming byte alignment while keeping full flexibility. Packets that exceed the length indicator size will be segmented and transmitted in multiple transport blocks. Optimizations of the length indicator size for different services such as VoIP are possible but are out of the scope of this document. 

· Segmentation Indicators (SI) 

· Two flags are used to indicate whether the first and/or the last blocks in the transport block are IP packet fragments or full IP packets. It is not necessary to indicate the status of other blocks since by construction have to be full IP packets. This information is important for the receiver in order to reassemble correctly segmented IP packets. Only two bits for the complete transport block are necessary.

· Transport Block Sequence Number (TSN) 

· A sequence number should mark the position of the transport block within a transport block sequence to allow for a outer ARQ retransmission on top of HARQ and for also for re-ordering purpose.  The receiver uses the sequence number in order to recover missing transport blocks by ARQ and to reorder the arriving transport blocks that may have been shuffled due to the HARQ protocol. Compared to the current implementation in UMTS Rel-6, only one sequence numbering would fulfill the tasks of the RLC SN and the MAC-hs TSN. In order to allow for the possibility of re-fragmenting Transport Blocks for outer ARQ retransmissions, which will be explained in section 2.4.1, the TSN should indicate the sequence number of the first Block within a Transport Block. The length of this sequence number depends on various factors and may even be service specific (e.g. depending on peak data rate or maximum number of outer ARQ retransmission). Since the numbering applies to the transport block and not RLC PDU as in UMTS Rel-6 and due to much shorter round trip times, a shorter range should generally be possible. 

Figure 4 shows the minimum information that would be required in the transport block header. 
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Figure 4- Basic Transport Block
Benefits:

· By construction, the proposed transport block format has a very efficient overhead as no padding is necessary and only one SN field is introduced. Moreover, the complete segmentation information that is required at the receiver side can be carried by only two bits per transport block. 

Thanks to this simple header structure, the reordering and reassembly procedures at the receiver are greatly simplified. Indeed the transport block SN enables a direct reordering at transport block level. Since blocks are generated in sequence at the transmitter, no further reordering function is needed.

Moreover, the segmentation indicators provide a reliable and robust way to perform efficient reassembly. It possible to indicate when blocks that are spread over 2 or more transport blocks should be reassembled to form the source packet. A block located at the end of the transport block that is marked as fragmented needs to be combined with the block located at the beginning of the next transport block. Of course, this later block shall be also marked as fragmented. In contrary to the current LI scheme, each transport block carries all necessary information on its own structure. This property reveals to be very beneficial when a transport block is lost since the receiver is not forced to drop correctly received transport block due to uncertain segmentation information (error propagation). 

An example depicting how the segmentation information is used by the receiver is given in Figure 5. Here, blocks 3 and 4 and block 5 and 6 should be combined together in order to reassemble the source packets. By construction, a reassembly is always operated on blocks that spans at least 2 transport blocks. Two blocks in the same transport block will never have to be reassembled together. Furthermore, in case a transport block is lost (e.g. TrBlk#0), the segmentation information contained in the Trblk#1 clearly indicates that block 1 is to be kept and deliver to upper layer.
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Figure 5 - – Segmentation example using simple Transport Block structure
2.3.2 Queue Identification

It may be necessary to add in the header a queue identification as shown in Figure 6. The queue identification will provide the receiver the means distribute the arriving transport blocks in the correct reordering buffer. Nevertheless, there could be other mechanisms to provide such functionality. For instance, the HARQ processes in the layer 1 could be made queue specific or this information could be moved to the associated control channel.   

[image: image6.wmf]Queue

ID = 1

Block1

SI

01

LI

Block

2

LI

Block3

LI

TSN = 1


Figure 6- Queue Identification

Proposal: 

The need for queue identification will should be discussed with RAN1 at a later state.
2.4 Outer ARQ mechanism

As expressed in several past contributions, it is expected that a simple and efficient retransmission protocol is required on the top of HARQ in order to recover from potential HARQ protocol errors such as NACK -> ACK misinterpretation or when the maximum number of HARQ transmission attempts is reached. It is proposed to introduce this retransmission protocol at transport block level as shown in Figure 7. The receiver can request the retransmission of a specific transport block by indicating the sequence number of the missing blocks with a L2 signal. As it is expected that a retransmission would occur rarely, it would be sufficient for the receiver to request just the missing blocks and not to acknowledge every transport block. Of course, this protocol would require some memory resources at the transmitter since a transport block discard timer would be required to support this function. 
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Figure 7- Fast Retransmission Mechanism
Proposal: 

A simple ARQ scheme on top of the HARQ protocol is proposed to recover from HARQ protocol errors. Retransmission shall take place transport blocks, whereas the receiver can request certain TSN’s. 

2.4.1 Re-fragmentation

After transport block generation, the format of the initial transmission and subsequent retransmissions is decided. If outer ARQ retransmissions are based on transport blocks, the same format is also used for retransmissions of the outer ARQ. Therefore, it may happen that the transport block size selected for the initial HARQ transmissions, stored in the Retransmission Buffer, is not suitable for subsequent outer ARQ retransmission and it may be beneficial to change the transport format. In the following, this process will be called re-fragmentation. An example for re-fragmentation is shown in Figure 8. This should be a rare case since E-UTRA will have very quick retransmission times due to the small TTI and assuming synchronous HARQ retransmissions. Even in case the HARQ protocol fails the retransmissions of the outer ARQ protocol should be relatively quick assuming the termination of this protocol at NodeB. Usually outer ARQ retransmission should also have a higher priority compared to initial transmission. Nevertheless, it can be argued that the channel conditions could be quite different for high speed UE’s or if the transmission time takes long for some reason such as preemption. In worse channel conditions, the code rate or other transmission parameter can be changed for successful decoding. Still re-fragmentation may be needed if the physical resources available are not sufficient to transmit that block successfully. We therefore think that re-fragmentation should be supported for outer ARQ retransmissions. 
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Figure 8- Re-fragmentation of a transport block
It should be noted that the according to this definition of the TSN re-fragmentation should only be performed at block boundaries. For services without outer ARQ retransmission re-fragmentation can be excluded assuming synchronous HARQ retransmission. In that case, the TSN size could be reduced by counting per transport block instead of counting block wise.  

2.5 Physical Layer 

Generally, the proposed concept is independent of the physical layer. After delivery of the transport block, a CRC should be computed and attached to the transport block. Encoding, rate matching and mapping onto physical resources should be done as usual. 

3 Conclusion 

This document we made a proposal for a efficient and simple method for advantageously shape IP data traffic onto the variable physical resources. We propose to agree on basic MAC architecture based on the following principles: 

· Optimized solution for IP based traffic

· Segmentation and Concatenation function located at the Node B

· Data framing based on variable and dynamic segment length

· “Channel Quality” aware data framing

· Avoidance of padding 

· Fast and simple retransmission mechanism for HARQ protocol error recovery (outer ARQ) 

· HARQ based physical layer
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