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1 Introduction
In this document we summarize the Qualcomm proposals for E-UTRAN architecture and for the definition of the evolved User Plane and Control plane protocol stacks.  In particular, Section 2 gives an overview of the U-Plane proposal, and Section 3 describes the C-Plane proposal.
2 User Plane proposal

2.1 Overall Protocol Architecture
The assumed user plane protocol architecture is shown in Figure 1. The user plane radio interface protocol stack is layered into Packet Data Convergence Protocol (PDCP), Enhanced Radio Link Control (E-RLC), Enhanced Medium Access Control (E-MAC), and Enhanced Physical Layer (E-PHY). 

If Anchor and serving E-Node B are physically separated, the RLC functions may be split between these two nodes. 
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Figure 1: User Plane Protocol Stack
2.2 Header Compression

In the proposed architecture, the Packet Data Convergence  Protocol (PDCP) supports the  header compression functionality.

We believe it is more efficient to keep this entity in the Anchor as it also it the point of entry of the IP packets into the RAN. Indeed, compressing the headers at this point instead of in the E-Node B will reduce the overhead on the Iup interface and avoid having to transfer the context each time the UE moves to a new E-Node B.

In addition, since different E-Node Bs may have different capabilities (memory,  supported compression algorithms, etc…) it seems also less complex to keep the header compression functionality in the Anchor.

Conclusion: Keep the Header Compression functionality in the Anchor.

2.3 Radio Link Control
2.3.1 List of RLC functions

The RLC protocol shall support the following functions:

· RLC framing (segmentation/concatenation/padding/re-assembly).
· Transfer of user data.
· Error correction.
· SDU discard.
· In-sequence delivery of upper layer PDUs.
· Duplicate detection (could be used for macro-diversity combining).
· Ciphering.
· Flow control.

2.3.2 Location of RLC functions

Figure 2 shows the location of the RLC functions in E-UTRAN logical nodes.
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Figure 2: Location of RLC functions in E-UTRAN
2.3.3 Data Transfer modes

The R’99 RLC supports three different modes, acknowledged, unacknowledged and transparent. This allowed the RLC protocol to be used in support of both signalling and data transmission. Signalling QoS requirements are not necessarily different from those of data, therefore it seems to make sense to try to support both with the same protocol. 

The use of RLC TM requires perfect knowledge of the SDU sizes produced by the higher layers and as such would be unusable in the context of a data-centric network. It is therefore unlikely to be useful in our proposed design.

Conclusion 1: Retain the concept of a single link-layer both for signaling and data.

Conclusion 2: No need for TM, but UM and AM should be supported.
2.3.4 ARQ Functionality

With the introduction of HSDPA and HSUPA, an additional and efficient ARQ protocol was introduced both on the DL and in the UL (a.k.a. Hybrid ARQ) and rightfully raised the question of whether keeping two ARQ mechanisms (RLC and HARQ) in L2 was necessary. Although for legacy and continuity reasons it made sense to keep both mechanisms in R5 and R6, this question needs to be visited again for a new system like E-UTRAN.

Although it is true that residual error rates achieved with HARQ transmissions can be very low, one must keep in mind that achieving similar error rates on the HARQ ACK channel is very expensive and significantly impacts the opposite link’s capacity. As an example, the HS-DPCCH has ACK->NAK and NAK->ACK misdetection rates of 10-2 and 10-4 respectively which is too large for for systems to achieve 100 Mbps.

Having an ARQ functionality on top of HARQ allows to tradeoff residual error rate requirements on HARQ transmissions as well as HARQ ACK transmissions at the cost of slightly increased delay for the fraction of packets aborted by HARQ. As an example for a reasonable HARQ target error rate of 10-3 the resulting RTT would equate to:
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Where RTTHARQ and RTTRLC are the round trip times observed at HARQ and RLC respectively. Furthermore, one should observe that since in most cases both RLC and HARQ retransmissions would be initiated from the E-Node B, the RTT experienced by both protocols should be equivalent.

Conclusion: Retain the concept of two ARQ protocols for E-UTRAN.

2.3.5 SDU Framing Functionality

An RLC SDU corresponds to a PDCP PDU. One of the features of RLC is that SDU framing is handled within the protocol which enables a number of useful features such as:

· SDU discard based on QoS considerations.

· Out-of-sequence delivery.

· Alignment of SDUs with TTIs.

· Indication of successful delivery.

Conclusion: The new ARQ protocol should be SDU aware.
2.4 Location of SDU Framing Function

2.4.1.1 Background

Sequence number allocation and scheduling are transmitter functions. The receiving side is a slave for both these processes.

Downlink scheduling needs to take place at the E-Node B in order to be able to take advantage of channel information. On the other hand, sequence numbering needs to take place at the point of entry of data into the network. Otherwise, if SDUs are passed around to multiple nodes, there will always be a risk that numbers are re-used during mobility if we use processes such as multicasting or even make before break for L2 mobility (see below).

Therefore, in evolved networks DL scheduling and sequence numbering will likely be located in different nodes.

The question that emerges from this observation relates to the framing, i.e. the process of building RLC payloads. It is not clear whether the framing should be located at the anchor together with the sequence numbering or at the edge of the network, together with the scheduling.

Below we look at the different alternatives.

Note that this is not an issue for uplink since transmission of scheduled data and sequence number allocation functions are collocated.
2.4.1.2 Framing at the Anchor

If the framing is done at the anchor, the delay in the connection with the serving E-Node B implies that the anchor cannot have knowledge of the physical layer frame size that can be transmitted over the air in generating RLC frames. In these conditions, allowing RLC to generate payloads with arbitrary sizes could result in packets too big to be transmitted and by extension in stalling the scheduler (see Figure 3 for illustration).
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Figure 3: Framing at the anchor
Hence, the only way to operate a scheme with RLC framing at the anchor is to use a fixed frame size, which is defined a priori independently of what happens at the scheduler. This frame size would need to be small enough for the smallest possible physical layer transmission to carry. Otherwise it could result in a reduction in coverage. This is the scheme currently used for HSDPA.

It would of course be possible to introduce a segmentation layer in MAC, but in the end it would be more efficient to make this part of RLC, so that the framing function can have visibility into the RLC header and so that it can perform joint encoding of the information.

Another alternative would be to relay from the scheduler the average physical layer frame size and to generate RLC payloads based on that. However, in that case it would be necessary to also introduce a re-segmentation scheme in RLC so that re-transmissions which could be sent a significant amount of time later do not run the risk of stalling the scheduler.

Pros: 

· Simple

· Low overhead for small payloads

Cons: 
· High overhead for large payloads (5% in the case of HSDPA)
2.4.1.3 Framing at the Serving E-Node B

If the framing is performed at the E-Node B, it is possible for RLC to tailor payloads to the size of the supportable physical layer frame. Therefore, it is possible to only have one RLC header per physical frame, resulting in declining overheads as physical layer frame sizes increase (see Figure 4 for illustration).
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Figure 4: Framing at the E-Node B

Because sequence numbering is performed at the anchor (see section 2.4.1.1), the support of variable payload sizes implies that the anchor needs to allocate sequence numbers with the granularity of payload size increments (i.e. 1 byte increment at the most). This results in somewhat greater complexity and header sizes. 
Furthermore, the generation of variable frame sizes in conjunction with the support for re-transmissions introduces the additional requirement of needing to be able to re-segment RLC frames. Indeed, the physical layer payload available for a re-transmission may be smaller than the payload that was allocated for the initial transmission, thereby requiring a re-segmentation of the segment. 

The header size increase can however  be addressed if we allow to select different sequence number space sizes based on the QoS profile of the flow carried by RLC (in this case, the peak data rate).

For example, a traffic flow which is given a very large peak data rate would require a larger RLC sequence number space. Alternatively, a low data rate traffic flow would only require a few bits of sequence number space.

Furthermore, services for which no retransmission is required and thus for which re-segmentation of RLC frames is not needed (RT services such as VoIP or Video Telephony for example), it is possible to perform sequence numbering per PDU and thus the sequence number size can be reduced further.

Cons:

· In order to take advantage of this scheme, sequence numbers need to be allocated byte by byte.

· In order to support re-transmission, this scheme needs to allow RLC frame re-segmentation.

Pros: 

· Allows to reduce the overhead for large packet sizes (best case is 5% improvement)

· Allows to reduce padding thanks to the support of variable size RLC frames (1% in case of HSDPA) 
· Allow different sequence number sizes depending on the QoS profile of the flow

Conclusion 1: We propose to go for the solution with the best average performance and do RLC framing at the serving E-Node B.

Conclusion 2: We propose to allow for different sequence number spaces (byte based or PDU based) depending on the QoS profile of the traffic flow
2.4.2 Distributed NACK Processing for Downlink Re-transmissions

In the AM mode of operation, the transmitting RLC entity should be enabled to perform retransmissions as soon as a NACK is received. 

For downlink retransmissions, this means the E-Node B shall be allowed to retransmit immediately without referring back to the Anchor node provided the corresponding RLC PDU(s) are still available at the E-Node B.  

For support of fast retransmission from the network side, the AM RLC protocol should provide a function referred to as distributed NACK processing.  

In the case the UE is never changing serving E-Node B, there is no need for the anchor to handle retransmissions, however in any mobility scenario it is possible that the old serving E-Node B wasn’t able to perform all retransmissions due to lack of time before the E-Node B change. In this case, it will be necessary for the anchor to handle the missing retransmissions 

If in addition uplink macro diversity is supported in the new system, the distributed NACK processing is used to increase the robustness of the transmission of NACKs. Indeed a NACK being received by a non serving E-Node B will be forwarded to the anchor which can decide whether to transmit it to the serving E-Node B or not. If the serving cell had received the NACK and performed the re-transmission, this may result in a redundant re-transmission. This problem can be circumvented by tagging NACKs with a sequence number or time tag on the Iub. The tag is sent by the anchor with the re-transmitted data so that the serving E-Node B can filter it based on what it has already transmitted (see Figure 5 for illustration).

The distributed NACK processing refers to the feature that NACKs received in a status report can be processed in both the Anchor and the serving E-Node B. When the Anchor receives a NACK it retransmits the missing data to the serving E-Node B.

In essence the idea is to allow the serving E-Node B to perform RLC re-transmissions as soon as it receives a NACK if the corresponding data is still in its buffers. In most cases, this would eliminate the need to go all the way back to the anchor, which is the ultimate store for all the data thereby reducing the delay and the traffic on the Iub.
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Figure 5: Distributed NAK processing

Note that the serving E-Node B could easily take advantage of this functionality. It would just need to store one over-the-air RTT’s worth of the data it sent out to the UE. It would therefore not need to store as much data as the anchor, which needs to be able to cope with several re-transmissions and a longer RTT.

Conclusion: Distributed NACK processing for downlink re-transmission could be applied with some increase in NACK message size over the backhaul.
2.5 Medium Access Control

2.5.1 List of MAC functions

The MAC protocol shall support the following functions:

· Mapping of logical channels onto transport/physical channels.
· Scheduling.

· Uplink/downlink HARQ.
· Re-ordering.

2.5.2 Mapping of logical channels onto transport/physical channels

In R99, the MAC entity allows for multiplexing of logical channels together into a single transport channel which may then be multiplex with other transport channels into physical channels. The Logical channel parameters include the priority of the data it carries and the transport channel parameters include the QoS for the data it carries.

In R5 and then R6 the multiplexing of transport channels together into physical channels was abandoned for a simpler approach with a single transport channel which could carry several logical channels together. The QoS information is instead conveyed in the MAC-d flow.

For E-UTRAN we propose to keep the concept of multiplexing logical channels together in a single transport channel however since we propose the framing to be performed at the E-Node B directly we believe the concept of MAC-d flow conveying the QoS information of the logical channels it regroups is not needed anymore. 

Instead we propose that the logical channel parameters contain the priority as well as all the QoS information relative to its flow. The scheduler in the E-Node B then has the possibility to multiplex logical channel together into single slots if it considers it efficient.

Thanks to the proposed E-UTRAN architecture, the E-Node B scheduler will now have access to additional mechanisms to satisfy a logical channel’s QoS as reflected in the examples below:

· Thanks to the E-RLC Framing functionality at the E-Node B, the MAC entity has the knowledge of E-RLC SDU boundaries and can allow for an SDU to be aligned with TTIs.

· Thanks to the E-RLC Framing functionality at the E-Node B, the MAC entity can perform multiplexing efficiently.

· Thanks to the E-RLC Framing functionality at the E-Node B, the MAC entity can perform efficient SDU discard based on QoS parameters.

· Thanks to the E-RLC distributed Nak processing, the scheduler knows whether the E-RLC buffered data is a new transmission, a retransmission or a control PDU and can boost its priority or reliability if needed.

Conclusion: In the MAC entity retain one multiplexing level of logical channel into transport/physical channels.
2.5.3 Reordering

In both HSDPA and HSUPA, the introduction of interlaced HARQ transmissions resulted into the possibility that MAC payloads would be received out of sequence. As a consequence, a reordering functionality had to be introduced both at the UL and the DL. Since it is assumed that the E-UTRAN architecture will retain the interlaced HARQ transmission design, the reordering functionality will still be needed.

The proposals for the E-UTRAN physical layer include MC-WCDMA which will appear to the L2 Architecture as a series of HS-DSCH channels transmitted in parallel (up to 4). Since these channels all have their respective CQI feedback it can be assumed that the transmission rate on each carrier will be different and result in different number of HARQ retransmissions. 

As a result, a E-UTRAN MC-WCDMA physical layer would require a reordering layer which can accommodate at the most four times more packets than HSDPA. The sequence number space for reordering would have to be increased by 2 bits to 8 bits instead of the existing 6 bits if the same ratio of packet arrival rate to sequence number is kept constant. On the other hand, since the four HS-DSCH channels operate in parallel, the reordering timer should not be impacted (see Figure 6 for illustration).

The same observation applies for both the DL and the UL, in addition on the UL, if Macro Diversity is supported, reordering can be performed at the Anchor. 
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Figure 6: Reordering Queues for MC-WCDMA

Conclusion: The current reordering mechanism concept is compatible with MC-WCDMA.

2.6 Mobility aspects of User Plane

2.6.1 Fast Cell Switching

2.6.1.1 Background

It is highly desirable to introduce a fast and robust serving cell switching method in E-UTRAN. Our proposal is to use a fast switching mechanism that can be either L1 or L2 based which we believe will offer better performance in terms of required time to switch compared to a L3 based mechanism.

The essential idea is that the UE would report the preferred radio link using Layer 1 or Layer 2 signalling and then autonomously start listening to the scheduling and/or traffic channel on the new cell.
Two different mechanisms can then be envisaged depending on the delay sensitivity of the traffic flow.

In a first mechanism well suited for delay sensitive traffic flows, the UE can autonomously switch to a different serving cell in the fast switching set and immediately start listening to the traffic channel. The E-Node B buffer management for this alternative is described in 2.6.2.3.1
In a second mechanism more suited to delay insensitive traffic flows, the UE first indicates to the anchor where it wants to switch and starts monitoring the scheduling channel on the new cell. It should be noted that until it is scheduled on the new cell, the UE is still able to receive data from the old cell. The E-Node B buffer management for this alternative is described in 2.6.2.3.2.

2.6.1.2 Fast Switching set

In order for the UE to be able to autonomously change its serving cell it is necessary that the required configuration information (i.e. channel parameters, etc…) have been signalled to it a priori for all cells in the fast switching set. The same requirement applies to the E-Node Bs in the fast switching set.

It should be noted that there are many conditions in which cells would not be suitable to provide the required service to the UE. For example it is possible that some cells do not have hardware support for the service requested by the UE or are simply over-loaded. For these reasons the set of cells in the fast switching set would need to be negotiated with the Anchor.
Each cell in the fast switching set are then assigned an identity so it can be uniquely identified using the layer 1 or layer 2 signalling mechanism.
Conclusion: Allow for a fast switching set concept.
2.6.1.3 L1/L2 signaling

As mentioned above, we propose that UEs signal on Layer 1 or Layer 2 the identity of the cell from which they want to receive data. Since in the proposed protocol architecture the MAC entity would reside in the E-Node B, the Anchor would not necessarily need to be involved in the switching mechanism.

It is not envisaged that the fast switching set would need to be very large (the maximum size would be comparable to the current active set size, i.e. ~6).

Conclusion: Allow for a Layer 1 or Layer 2 mechanism for fast switching.
2.6.2 Buffer management at change of serving cell

2.6.2.1 Background

At change of serving E-Node B, it will be necessary to transfer to the target E-Node B the data that still needs to be transmitted to the UE. Also, it will be necessary to decide how to handle the data in the HARQ buffer.
2.6.2.2 HARQ buffer management

During a serving E-Node B change, we need to consider whether the UE will immediately switch once it indicates that a better E-Node B has been detected or whether the actual UE switch would occur after some delay.

Delaying the actual UE switch would have an impact on capacity since the remaining transmissions would not be performed from the best E-Node B. However, it would give enough time for on-going transmissions to be completed and also for data to be transferred to the target cell.
In the case where the actual UE switch is performed immediately however, the data will not be immediately available for transmission at the new E-Node B and thus an interruption would occur. In such a scenario, it may be beneficial to also transfer the HARQ state information (transmit information and HARQ process states). This would allow transmissions to be resumed after the cell change. The HARQ transmission properties however (packet size, targeted number of transmissions) are very dependant on the channel quality in the E-Node B and transferring them may result in an inefficient use of the radio resources in the new E-Node B.

Conclusion 1: Allow some time between the indication of the preferred serving cell and the actual serving E-Node B change.
Conclusion 2: No transfer of HARQs state information.

2.6.2.3 RLC data management

If the sequence numbering is performed at the anchor as proposed in [1], the RLC sequence numbering is not affected during cell change. It is however important to discuss how the user data would be handled. 
2.6.2.3.1 Multi-cast

A first way to transfer the data to the E-Node Bs is to multi-cast the user data to all the cells in a UE fast switching set. This method addresses the problem of transferring the data to the target E-Node B since both E-Node Bs would have the same set of data. However, it does not address the question of figuring out what data was already successfully transmitted.

This process can be solved either through a scheme of automatic discard (valid for real-time data for which multi-cast would be the most relevant), or through a scheme of RLC context synchronization coordinated by the anchor. In either case, the delay in this process would probably result in some redundant transmissions.

A possible improvement would be for the UE to report during the cell change what data it has already received. In this case, it could try to ensure that this information is received by the new serving E-Node B (the mechanism is illustrated in Figure 7).
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Figure 7: Multi-Casting
2.6.2.3.2 Request-based with make before break

The mechanism assumes that the UE indicates its intention to change serving E-Node B before actually transitioning over. In the meantime it continues to receive data from the old E-Node B.
Once the UE has indicated that it wants to move to a new E-Node B, the state of the old E-Node B is sent to the new E-Node B and new data are routed to both the old and the new E-Node Bs. This multi-casting would happen only during transition periods as opposed to the mechanism described in 2.6.2.3.1 which would require to multi-cast at all time. Keeping the old E-Node B in the loop is meant to address the possibility of a false alarm. Once the UE actually switches, the old serving E-Node B notifies the anchor that it no longer needs to receive the data for this UE.

This scheme again mostly addresses the question of getting the data to the new serving E-Node B. Once this is done, the same issues, i.e. how to figure out which data still needs to be transmitted to the UE, arise as for the multicast scenario (the mechanism is illustrated in Figure 8).


[image: image9.emf]Anchor

UE

A

B

C

1

 

N

o

d

e

 

B

 

c

h

a

n

g

e

Node B

1

Node B

2

Node B

3

(old)

A

Node B

4

Node B

5

(new)

A

Node B

6

2 After receiving indication of Node B 

change, Anchor is multi-casting data to 

both old and new Node Bs

During Node B change, UE can 

indicate to new Node B which 

packet it is expecting

B

B

1

 

N

o

d

e

 

B

 

c

h

a

n

g

e

1

 

N

o

d

e

 

B

 

c

h

a

n

g

e


Figure 8: Request-based Make-before-Break

Conclusion 1: Transfer all applicable RLC PDUs to the target cell (through permanent multicasting or make before break scheme depending on QoS of data).

Conclusion 2: Have the UE send a regular status report to the target cell with increased reliability and rely on the distributed re-transmission.
2.6.3 Make before break change of anchor

The idea is that after the UE has moved to a E-Node B controlled by another anchor the E-UTRAN would configure the UE with a second RLC entity for each radio bearer. These new RLC entities would be terminated at the target anchor and would have independent sequence number spaces.  Once the new stack is configured, the routing change would be communicated to the home agent. Eventually, packets would start being sent to the new anchor. In the mean-time however packets sent to the old anchor can still be transmitted to the UE, thus ensuring data continuity (the mechanism is illustrated in Figure 9).
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Figure 9: Make-before-Break Change of Anchor

In theory, data will not be sent to the two anchors simultaneously. Because of delays on the internet or because of the need for RLC re-transmissions it is however possible that data from the two RLC entities would overlap over the Uu interface. In order to ensure that there is no misinterpretation at the UE of the entity for which the packets are intended, it will be necessary to introduce some header information to distinguish them. This information would need to be included with every PDU and could be part of the RLC or MAC header depending on the architecture.

Note that this feature is only applicable on the downlink. Since the care-of address of the user does not affect outgoing packets, the UE can just start transmitting using the new RLC entity right away. Of course, the packets would still need to be tagged in the same way as for downlink in order to allow setup of the new RLC entity.

Depending on whether the application requires in-sequence delivery or not, the UE could behave differently. The simplest way would be to just deliver SDUs as soon as they are reconstructed regardless of their order and let the application take care of re-sequencing. If this is not possible then the UE would have to store the data received on the new RLC entity until there is no more data arriving on the old one. A timer could ensure that enough time was allowed for out-of-sequence and/or re-transmissions. If data arrives past this deadline it could be discarded rather than be delivered out of order.

Pros:

· No data loss. No delay.

Cons:

· Complexity. 

· Overhead: at least one bit per PDU.
Conclusion: Support “Make before break” change of anchor.
2.7 User Plane Conclusions

In the following list we provide the conclusions derived from the discussion

2.7.1 PDCP

Conclusion: Keep the Header Compression functionality in the Anchor.
2.7.2 RLC

· RLC Modes

· Conclusion 1: Retain the concept of a single link-layer both for signaling and data.

· Conclusion 2: No need for TM, but UM and AM should be supported.
· ARQ Functionality

· Conclusion: Retain the concept of a two ARQ protocols for E-UTRAN.

· Location of SDU Framing Function

· Conclusion 1: We propose to go for the solution with the best average performance and do RLC framing at the serving E-Node B.

· Conclusion 2: We propose to allow for different sequence number spaces (byte based or PDU based) depending on the QoS profile of the traffic flow
· Distributed NACK processing

· Conclusion: Distributed NACK processing for downlink re-transmission could be applied with some increase in NACK message size over the backhaul.
2.7.3 MAC

· Mapping of Logical channels onto transport/physical channels
· Conclusion: In the MAC entity retain one multiplexing level of logical channel into transport/physical channels.
· Reordering
· Conclusion: The current reordering mechanism concept is compatible with MC-WCDMA.
2.7.4 Mobility

· Fast Cell Selection

· Conclusion: Allow for a fast switching set concept.
· Conclusion: Allow for a Layer 1 or Layer 2 mechanism for fast switching.
· HARQ Buffer Management

· Conclusion 1: Allow some time between the indication of the preferred serving cell and the actual serving E-Node B change.
· Conclusion 2: No transfer of HARQs state information.

· RLC Data Management

· Conclusion 1: Transfer all applicable RLC PDUs to the target cell (through permanent multicasting or make before break scheme depending on QoS of data).

· Conclusion 2: Have the UE send a regular status report to the target cell with increased reliability and rely on the distributed re-transmission.
· Make Before Break Change of Anchor

· Conclusion: Support “Make before break” change of anchor.
3 Control Plane proposal
3.1 Functional Architecture – High level Description

The overall architecture of E-UTRAN that has resulted from the Qualcomm internal research activities can be summarized in Figure 10.
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Figure 10: E-UTRAN Architecture
The E-UTRAN transport network allows full connectivity between each E-Node B and each Anchor.  The full connectivity is achieved via IP routing, not via dedicated physical links.  The main reason for the full connectivity between Anchors and E-Node Bs is to avoid Iur-like interfaces for the User Plane between Anchors, since if the Anchor to Anchor interface carries user data it negatively affects the overall Round Trip Delay (RTT).

Another reason for having a fully routable transport layer is to avoid that Anchors become single points of failure in the same way as the RNCs are single point of failures today (see Figure 11).  If one Anchor fails, the UEs that were being served by that Anchor would lose the connection, but they would be able to re-establish another connection with a different Anchor but in the same E-Node B coverage area.
A key finding of our research is that the current model for the allocation of radio resources generates hierarchical dependencies between Anchors and Node Bs that inevitably lead to several layers of single point of failure in the radio network.  Current 3GPP systems assume that the RNC (BSC) is the owner of the radio resources of the Node B (BS) and the relation between RNC and Node B is that of a Master-Slave.  In our proposal, the E-Node B becomes the owner of the radio resources and these resources can be assigned to any requesting Anchor.  The model we use is a Client-Server, where the E-Node B is the Server accepting or denying the requests of radio resources coming from the Client (Anchor).  This allows to scale RAN deployments very efficiently, since each Anchor is not required to be dimensioned to handle a finite number of Node B resources.  In an extreme case, one Anchor could handle a single UE at a time.  Scalability is ensured by the fact that E-Node Bs can accept requests of radio resources coming from any legitimate Anchor.  Therefore, Anchors can be added without disrupting the Node Bs already deployed.
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Figure 11: Examples of Physical Connections in E-UTRAN
3.2 Architecture – Allocation of C-Plane functions

Figure 12 shows the logical nodes and the control plane entities that were identified for E-UTRAN in last joint RAN2/RAN3 meeting in Cannes [1].  The high level description of these entities can be as follows:

· E-RRC

· Includes functions similar to those defined in today’s RRC 

· Handles the intra-system mobility in connected mode

· RRM Server (RRMS)

·  Owns the logical resources in the E-Node B 

· E-MM

· Includes functions similar to those defined in today’s SGSN

· Handles the intra-system mobility in idle mode

· Includes access to subscriber info including roaming and access restrictions
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Figure 12 Logical nodes and control-plane entities for E-UTRAN

Figure 13 shows how the control-plane entities are allocated in our proposal. The intra-system mobility, in both idle mode and connected mode, is handled in a logical node above the E-Node B. Consequently, both E-MM and E-RRC are placed in the AGW/Anchor node. On the other hand, the E-Node B owns its logical resources and these resources are assigned to the AGW/Anchor node with a client-server approach as opposed to the master-slave approach used today. Therefore the RRMS entity is placed in the E-Node B. 
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Figure 13: Control-plane entities allocation in Qualcomm’s proposal

3.3 Protocol Stack – C-Plane
The C-Plane protocol termination points are described in Figure 14.
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Figure 14: C-Plane protocols termination points
The termination points proposed for LTE for the C-Plane are similar to the current termination points of C-Plane of Uu protocols in UMTS.  The main difference is the absence of NAS protocols (merged into E-RRC) justified by the fact that the Anchor node will assume all the functionalities that are currently assigned to RNC, SGSN and GGSN.  This streamlining of the protocols and architecture finds its main justification in the need to reduce the number of messages across various interfaces exchanged by the C-Plane protocols.  The overall aim is to meet the LTE requirements of a very short transition from idle mode to connected mode. In the LTE system significant amount of functionality that is currently achieved by the NAS can be provided by the IMS or by the IP Core Network. It should be also noted that keeping the NAS layer leads to a complicated/inefficient protocol architecture where 3 layers - AS, NAS and application layer (IMS)- are all involved in service provisioning (e.g. registration/subscription to service, call setup procedures) as depicted in Figure 15.
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Figure 15: Existing C-Plane protocols
The amount of NAS functions for the LTE system is somewhat limited because there is only PS domain and the application layer (IMS) plays a major role for service establishment. It should also be noted that the proposed protocol architecture eliminates the need of the NAS message direct transfer function.

There is no use to keep separate mobility management concepts if we assume the Anchor node handles it. It has already been argued by many companies that duplicated mobility management should be avoided. For the paging and service request procedure, similar concept exists already in the current RRC, which indicates that those can be handled in the Anchor as a single function for each. For the authentication function it would be sensible to have a single procedure combined with Security Mode Command procedure. The detail of these sets of merging is discussed in section 3.3.4.
Remaining major functions from NAS are;

· Attach/detach

· Session management (PDP context handling)
We think those NAS functions can be integrated in E-RRC with a reasonable effort in standardization and implementation.

Another difference, which is discussed in detail in the U-Plane section, is about the termination points of E-RLC, which is used to transport the C-Plane messages.  As in UMTS, the lower layers (Layer 2 and below) used by E-RRC are common between U-Plane and C-Plane.  Therefore, the new E-RLC protocol termination is also reflected in the C-Plane protocol stack.
Figure 16 highlights the protocol stacks that have to be supported by the new UEs.  It is assumed that dual mode UMTS/LTE will have to be supported by some (potentially all) UEs.  The UE will operate in the UMTS protocol stack, or in the LTE protocol stack.  It is important to point out that the LTE protocol stack should support both the UMTS physical layer (PHY) and the evolved physical layer (E-PHY), so that the benefits of the new protocol structure and architecture can be enjoyed by the systems that utilize the frequency bands where UTRA (PHY) is deployed.
[image: image17.wmf]PHY

MAC

RLC

RRC

NAS

PHY

E

-

MAC

E

-

RLC

E

-

RRC

E

-

PHY

E

-

MAC

E

-

RLC

E

-

RRC

UE C

-

Plane on 

UTRAN 

UE C

-

Plane on 

E

-

UTRAN with 

UTRA 

UE C

-

Plane on 

E

-

UTRAN with 

E

-

UTRA


Figure 16: UE C-Plane protocol stack
3.3.1 E-RRC functions
E-RRC functions are listed below.

· System information broadcast

· Paging

· RRC connection management

· Security configuration (incl. Authentication), control

· Mobility management (Handover, Cell/URA Update or Routing Area Update)

· Measurement Control

· Radio resource configuration, RAB establishment

· Integrity protection

· Attach/detach

· Session management (PDP context handling)

· MBMS control
It would be reasonable, looking at the list above, to assume that a fair amount of the concept of the current RRC protocol can be re-used for LTE. It is therefore proposed that the current RRC protocol be used as a starting point for E-RRC.

3.3.2 Mobility Aspects – C-Plane – Connected Mode mobility

3.3.2.1 Measurement reporting

It is expected that the actual measurement procedures will not be very different from the Rel-6 and earlier versions; in particular, the general model of the RRC signalling flows (MEASUREMENT CONTROL/REPORT messages) can be maintained.  However, the scheduling of measurements needs to be revisited.

In the case of intra-frequency measurements, there should be no conflict between measurement and data reception; the UE is already listening to the carrier and should be able to take measurements without any special accommodation.  For inter-frequency and inter-RAT measurements, however, the UE needs a way of securing opportunities to tune away from the downlink without missing scheduled data—essentially the role filled today by compressed mode.  However, the static scheduling of compressed mode is lacking in flexibility and poorly suited to an all-PS world with scheduled data and short TTIs.  Thus, it seems necessary to replace compressed mode in the E-UTRAN with a different way of scheduling measurements.

To avoid data loss, the E-UTRAN and UE need to agree on the timing of a “gap” during which no downlink data will be scheduled for this UE.  This synchronisation procedure needs to have the lowest latency possible to minimise data queuing in the network, which suggests using physical-layer signalling.

Figure 17 shows an approximate signalling flow for scheduling a measurement gap using physical-layer signalling.  The UE sends a CQI report that “requests” a measurement gap (probably using a reserved value for the CQI, but perhaps “sufficiently poor” channel quality could also be understood as a request); the E-UTRAN, after transmitting any data that may already be scheduled for the UE, approves the request and indicates the length of the gap (t in the figure).  At the end of the gap length, or when the UE resumes CQI reporting, the E-UTRAN understands the UE to have returned and resumes scheduling data on the downlink as usual.
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Figure 17: Scheduling a measurement gap

It is important for future-proofing that the UE should be able to indicate its return to downlink reception before the expiration of the gap time.  The E-UTRAN has to assign the value of t conservatively to be sure of allowing adequate time for measurements, but UEs that have clever measurement systems (and especially future UEs with measurement features not yet thought of) could complete their measurements significantly earlier than the E-UTRAN would expect.  Allowing the UE to resume CQI reporting to indicate its return prevents the “extra” time from going to waste.
3.3.2.2 Fast Switching Set Maintenance

E-RRC will maintain the set of cells among which the UE can apply fast repointing schemes.  This set of cells is here identified as fast switching set.  The main difference with existing repointing schemes (HSDPA/HSUPA) is that the signalling that is exchanged during the actual repointing is L1/L2 signalling, while the current schemes only use RRC signalling for repointing.  The other difference is that in current schemes the first signalling messages have to be exchanged with the old (weak) cell, while in the fast switching signalling, the new (strong) cell is involved since the beginning.  The use of Layer 1 and Layer 2 signalling together with the early involvement of the new cell in the repointing procedure makes the repointing faster and it overall improves the reliability of mobility procedures.  The composition of the set of cells that can be considered a candidate for repointing is maintained through E-RRC signalling, e.g. via measurement reporting and fast switching set update messages.
3.3.2.3 Intra-system mobility

As argued in [2], in order to support real time services with stringent QoS requirement, E-UTRAN should have a logical architecture with an Anchor mobility node controlling several E-Node Bs. The main advantage of such architecture is that it is able to separate the layer 2 mobility (i.e. radio link handovers) from the layer 3 mobility (i.e. gateway relocation with context transfer)
. This way the intra-system mobility in connected mode is handled mainly with layer 2 mobility mechanisms. Layer 3 mobility mechanisms are then used when routing becomes inefficient and/or is not critical for the UE performance.

In [3] we discussed fast cell selection schemes for E-UTRAN. These schemes can help to further reduce the handover latency and therefore improve both system performance and user experience. Figure 18 shows an example of inter-site handover procedure when using a fast cell selection scheme (only the signalling flow is shown). While connected with a serving cell in the source E-Node B, the UE initiates a handover procedure by indicating to the Anchor node a new preferred cell in the fast switching set. If the request is granted, the Anchor node sends a handover command to the new preferred cell in the target E-Node B and a handover notice to the serving cell in the source E-Node B. At this point the Anchor node starts routing the user data to the new serving cell. If needed, the outstanding data in the old serving cell will be forwarded/re-transmitted to the new serving cell. 
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Figure 18: Inter-site handover when using a fast cell selection scheme
3.3.2.4 Inter-RAT mobility

In [4] we proposed to base the interoperability between E-UTRAN and UTRAN on the legacy Gn interface. We also proposed to locate all the interoperability functionalities in a logical node that is external to E-UTRAN i.e. inter-AS node. As shown in Figure 19, the inter-AS node can connect to the Anchor node in E-UTRAN and the SGSN in the legacy system.  
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Figure 19: Interoperability between E-UTRAN and UTRAN
The handover procedure between E-UTRAN and the legacy system is described in Figure 20. In particular, the following steps apply

· STEP 1) Decision to perform an inter-system handover is made, e.g. by a measurement report from the UE. The need of inter-SGSN SRNS relocation is indicated to the target SGSN with a SRNS relocation container from inter-AS node. The target RNC is commanded to perform SRNS relocation and receives the SRNS relocation container.
· STEP 2) Necessary information for lossless SRNS relocation and PDP context is transferred. 

· STEP 3) The UE completes the handover and sends a complete message to the target RNC, which in turn results in the radio resource release in E-UTRAN. 

· STEP 4) PDP context in the (virtual) GGSN is updated (the new data routing is defined). It should be noted that the inter-AS node starts acting as the GGSN in this step while it was acting as the source SGSN in the previous steps. 

· STEP 5) Routing Area Update procedure is initiated by the UE. The Anchor and the inter-AS node and the target SGSN are involved. 
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Figure 20: Inter-RAT handover between E-UTRAN and legacy system
3.3.2.5 PHY Layer reconfigurations

We do not foresee particular changes in the way PHY Layer reconfigurations are handled today, with the only exception of the fast switching set maintenance, as highlighted above.  If the Anchor wants to reconfigure the PHY Layer du e to a change of the service needs, or due to a the RRM strategy used, it will send an E-RRC reconfiguration message to the UE.
3.3.3 Mobility Aspects – C-Plane – Idle Mode mobility

3.3.3.1 Periodic registration

The registration procedure in E-RRC should incorporate all the functions of the Cell Update, URA Update, Routing Area Update (and Location Update for CS services, which are not directly supported in LTE).
The registration is motivated by the need to ensure that the UE is reachable in changing radio environments, and to guarantee that, over a long period of time the UE and E-UTRAN are synchronized with respect to the UE LTE state.  If the UE is switched off while it is out of service, the expiration of a periodic registration timer in the Anchor would ensure that the UE is not kept in an LTE-Active state forever.
Given the focus on data services in LTE it should be considered if the maximum timer value allowed for the periodic registration should be increased from hours to days.  The testing complications of such extensions should be carefully considered.

3.3.3.2 Tracking area based registration

Tracking area based registration allows to reduce the load on the paging channel at the expense of additional registration procedures.  The larger the tracking area, the higher the number of LTE-Idle UEs camped in it, the larger paging capacity is needed in each of the cells that constitute the tracking area.
In order to fine tune the usage of tracking area based registrations it should be possible to define hierarchical or nested registration areas of different sizes, so that very low activity UEs can be required to monitor larger tracking areas than other LTE-Idle UEs.  This scheme is already defined in UMTS in the URA Update scheme, where the URA Identity is given to the UE in dedicated message and where each cell can broadcast multiple URA Identities.
3.3.3.3 Distance based registration
In addition or in alternative to the usual tracking are based registration, the distance based registration could be used.  In this scheme each Node B would broadcast in the system information message the Latitude and Longitude of the base Node B position with respect to an absolute reference grid (true Lat and Long) or with respect to a relative reference grid.  The UE would be assigned a maximum distance R via dedicated signalling or via the system information message, if R is the same for all UEs.  When the UE camps on a new cell, it would check the Latitude and Longitude signalled by the new cell and it will compare it with the Latitude and Longitude signalled by the cell on which it performed registration the last time.  If the distance between these two signalled coordinates is larger than R, the UE will register in the new cell.  Note that the knowledge of the location of the UE is not required in this procedure, i.e. this procedure is not related to position location techniques such as A-GPS, OTDOA or Cell ID.
The main benefit of the distance based registration is that it helps to spread in time and in space the signalling required by the tracking area based registration.  In reality the distance based registration can be seen as special case of tracking are based registration, where the number or tracking areas equal the number of the cells, for a given value of R.  In this case we could call the cells that fall within a distance R of cell X as the virtual tracking area identified by cell X and distance R.  The main reason for having a separate scheme and not just reuse the distance based registration, is that with distance based registration only the Latitude and Longitude of the cell has to be signalled; in order to achieve the same benefits in a tracking area based scheme it would be necessary to signal all the Tracking Area Identities the cell belongs to, and this becomes impractical if the cell belongs to hundreds of tracking areas.
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Figure 21: Distance based registration
A scenario where the distance based registration would help to smooth the signalling load across time and space is the following.  If a bus carrying dozens of subscribers is crossing the traditional tracking area boundary, all the UEs in the bus would attempt to perform the registration procedure roughly at the same time.  If distance based registration is used, only a fraction of the UEs would perform the registration procedure in the new cell, and in particular, only the UEs that did register in a cell that is farther away than R with respect to the current cell Latitude and Longitude.
3.3.3.4 Paging

Paging should be performed by the Anchor.  In our architecture there is no hierarchical structure as in current UMTS architecture, i.e. a Node B can see and give radio resources to multiple Anchors at the same time.  Paging is initiated by the Anchor where the UE last registered and it is sent to all the cells that belong to the tracking area (or virtual tracking area for the case of distance based registration)
3.3.4 Protocol optimization
Optimization for signalling across network nodes and mobile is a key to achieve a simple, robust and low delay system. Especially the delay introduced by the signalling with the current UTRAN architecture has already been thought to be a big problem. In RAN2 discussions on delay optimization for CS-PS connection is ongoing.
In the context of LTE we can take more fundamental approach to get more efficient means to address the issue. In this section we try to describe several solutions to reduce the signalling delay for LTE, focusing on the number of message hops across the network elements including the UE.
3.3.4.1 Architecture change

One idea of the architecture proposed in this document is to integrate most of the functions of RNC, SGSN and GGSN into the Anchor node. There are only two layers in the E-UTRAN, constituted by the Anchor nodes and the E-Node Bs.
Taking an example of a mobile originated VoIP call setup flow shown in Figure 22, we will be able to eliminate 21 (see section 3.3.4.4 for more detail) message hops going across RNC, SGSN and GGSN by having the new architecture. Note that in the following example RAB establishment procedure (from ACTIVATE PDP CONTEXT REQUEST to ACTIVATE PDP CONTEXT ACCEPT) is done twice, first for the RAB used for SIP signalling and then for the RAB used for VoIP traffic.
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Figure 22: Mobile originated PS call setup
The architecture change brings a room for further protocol optimization. Since the proposed network has only one layer dealing with layer 3 signalling, it is possible to combine a set of procedures that are done by different network nodes today into one procedure. Those simplifications give us robust protocol behaviour.
Service request

The function of Service Request can be carried out by RRC Connection Request or Cell/URA Update message. This enables a direct transition to target configurations that facilitate the requested service, instead of taking two steps that we have today (i.e. RRC connection setup procedure and RB Setup procedure). This optimization saves 1 message hop in the above example.

Security procedures

Authentication And Ciphering and Security Mode Command are obviously one set of procedures to provide authentication, ciphering activation and integrity protection activation. There seems to be no compelling reason to keep them separated if we have only one controlling node, the Anchor. 2 message hops are saved by this approach in the above example.

3.3.4.2 Further protocol optimization

In this section further possible protocol optimization is discussed.

Reduced protocol states

It would be reasonable to assume that sufficient amount of UE’s context (e.g. security context, PDP context, location, radio specific configurations) can be stored in the Anchor. This is similar to putting the UE always in RRC connected state in the current UMTS protocol. The existence of the centralized anchor node excludes the need of idle mode state today and URA_PCH-like state can be used instead. This state is already called LTE_Idle. The connection re-establishment procedure (like Cell/URA Update procedure) is used to enter the LTE_Active state where signalling messages and user data are transferred. This is faster than RRC connection establishment procedure in which everything has to be configured by the network from scratch.

Optimisation for SIP signalling

For PS VoIP traffic, SIP signalling is used instead of CS Call Control protocol. The big difference is that SIP signalling is a RAB and it’s in principle transparent from layer 3 protocol. So what happens today is that the UE first establishes RRC connection, then Radio bearer for SIP signalling is established and finally radio bearer for VoIP is established after service negotiation by the SIP signalling. Since the SIP signalling almost achieves what CS layer 3 signalling currently does, it could be considered to introduce a method to allow the establishment of radio bearer for SIP signalling in a similar way to the current RRC connection establishment where SRB3 for NAS signalling is established from the beginning.

PDP context activation

If the security is always on thanks to the reduced protocol states and the layer 3 protocol is terminated by the only one network node, it is also possible to integrate the function of PDP context activation (or possibly modification) request into the connection (re-)establishment request (like RRC Connection Request, Cell/URA Update). In this case Radio Bearer Setup can be considered as the acknowledgement to the request.
3.3.4.3 Signalling flow with proposed optimizations

With the optimizations proposed above, we are going to have the signalling message flow depicted in Figure 23. In this example the UE is first in LTE_Idle state and a mobile originated VoIP call setup is performed. Radio resources for the initial signaling are assigned with the fast resource allocation procedure discussed in 3.3.5. The number of message hops in the optimized call flow is 12, excluding SIP signalling.
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Figure 23: Optimized message flow

1.     The UE sends the Connection Reestablishment message. This achieves the indication for the completion of physical channel synchronization procedure, Service Request and PDP Context Activation Request. Since the security is already active in the dormant state, the initiation of security procedure is optional (not shown in the figure).

2.     The Anchor sends a confirmation message to the UE.

3.     SIP signaling takes place for service negotiation.

4.     The UE sends the ACTIVATE PDP CONTEXT REQUEST for the negotiated service.

5-9.   Radio access bearer and associated radio resource / transport bearer for the VoIP is established.

10.    Voice traffic starts to be transferred.

3.3.4.4 Summary
The number of message hops for each case analyzed in this document is summarized below. It can be seen that most message exchanges in the network are interactions across RNC, SGSN and GGSN and the new architecture where functions of those nodes are integrated in the Anchor gives significant reduction in the number of message hops in the network. It is shown in the third column that further improvement can be done by modifying the protocol, which involves the UE (Uu). From the second one to the third one, the main improvement can be seen in the total number of messages.

	
	Current protocol

&

Current architecture
	Current protocol

&

New architecture (Single Anchor node instead of RNC, SGSN and GGSN)
	Optimized protocol

&

New architecture (Single Anchor node instead of RNC, SGSN and GGSN)

	Number of hops in NW
	30
	9
	5

	Total number of hops
	48
	27
	12

	Improvement relative to the current UMTS
	100%
	56%
	25%


Note 1:  One NAS Direct Transfer is counted as two hops (UE to RNC and RNC to SGSN).

Note 2:  SIP signaling is excluded from the count.

3.3.5 Fast resource allocation

It is one of key requirements for LTE that E-UTRAN shall achieve “Significantly reduced C-plane latency”. The associated delay requirements are very stringent. One important requirement from the layer 3 protocol point of view is the state transition time from the LTE_Idle to the LTE_Active state, which should be less than 100ms.

This section is focused on the proposal of a fast resource allocation scheme that reduces the state transition time from the LTE_Idle to the LTE_Active state.
3.3.5.1 Current scheme

Since our proposal for the LTE_Idle state is that the RRC context is already stored in the network, it is appropriate to take the state transition from URA_PCH state to CELL_DCH state for the assessment of the current scheme.

The state transition consists of the following elements.

· SIB7 acquisition

· Random Access Procedure

· Processing/decision time in the RNC

· Iub signalling delay

· DPCH synchronization procedure
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Figure 24: State Transition from URA_PCH to CELL_DCH
The listed procedures add up to the total delay until control or user data transfer becomes available. In the following we discuss whether those elements are applicable to the LTE system.
· SIB7 acquisition

It is not clear at the moment if, in LTE, there would be a similar concept to the reception of SIB7 where the UE try to keep updated with interference information. Discussion has been started for UMTS, where efficient way of information delivery will be discussed. We will leave this for further study in this document.
· Random Access Procedure

A random access mechanism will be necessary for the LTE system in which the mobile does not synchronize to the network all the time and try to access at an arbitrary timing. An associated delay is determined by a random access scheme, which has to be left for further study. However it will be advantageous if the amount of data transferred in the scheme is very small.
· Processing/decision time in the RNC

· Iub signalling delay

Whether this is applicable depends on network architecture. The network architecture we propose in this document reflects the current RAN architecture in the sense that there is a controlling node (Anchor node) above E-Node B. There will be an interaction between the Anchor node and the E-Node B at a radio bearer establishment.
· DPCH synchronization procedure

It is expected that some form of synchronisation procedure would be necessary for the UE in a state where it performs DRX and does not maintain a precise synchronization to the network.
3.3.5.2 Fast up-switching for E-UTRAN

One possible solution to reduce the delay mentioned in the previous section is to allow the E-Node B to allocate dedicated resource to the UE at least for the initial signalling without an intervention of the Anchor node. Radio resources are reserved at the E-Node B so that the E-Node B can immediately assign dedicated resource to the UE. After the resource allocation, the Anchor node can perform the transport bearer setup on the Iub-equivalent interface while the UE is performing a synchronization procedure.
Figure 25 shows signalling flow of the proposed scheme.
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Figure 25: Fast resource allocation
In principle, the Resource Assignment message should achieve the same function as the RRC Connection Setup. In UMTS radio resource is allocated for the initial AS and NAS signalling (SRBs). In LTE it should be further possible that the UE establishes RB for SIP signalling and associated resource should available at the E-Node B. This saves another RAB establishment procedure for SIP signalling.

PDP context for SIP signalling should have been established, most likely when the UE is attached (or registered) to the network. This means that in principle the UE can send an initial message immediately after the completion of the synchronization procedure. It may be beneficial that the UE indicates whether upper layer signalling is necessary for this data transfer connection so that the E-Node B can provide an appropriate grant to the UE.

If the radio bearer configuration (physical channel parameter, RB mapping) for the initial signalling is pre-configured, the resource that should be allocated in Resource Assignment message would be a UE identity, like H-RNTI and E-RNTI. This would enable the Resource Assignment message being very small, which results in faster state transition.
4 Conclusions
In this document we have described Qualcomm analysis on the evolution of U-Plane and C-Plane for E-UTRAN.  The key conclusions are the following:

· MC-WCDMA can be supported by the proposed E-UTRAN and by the evolved U-Plane and C-Plane protocols

· E-UTRAN and the evolved radio protocol should support both E-PHY and PHY, i.e. WCDMA

· The functional architecture should include a radio aware "Anchor" node above the E-Node B

· Separation of Layer 2 and Layer 3 handover ( faster adaptation to changing radio conditions

· Optimized support of fast cell selection ( better QoS handling of Real Time services

· Optimized support of UL macro diversity ( optimum support of WCDMA based PHY/E-PHY
· The Anchor should incorporate functionalities currently assigned to RNC, SGSN and GGSN

· AS and NAS protocols should be merged into a single E-RRC protocol

· The ARQ function above HARQ could be split between Node B and Anchor (Lower RLC and Upper RLC)
· Distributed processing of NACKs in the Node B and in the Anchor

· Inter-RAT mobility with UMTS and GPRS should be support by the Anchor at Gn level (Inter-AS node)

5 Definitions
Iup

User plane interface between Anchor and E-Node B

Icp 


Control plane interface between Anchor and E-Node B (E-RRC signalling messages)

Serving Cell for UL frequency x
The radio cell that has the master functionality for the UL transmission on UL frequency x for a specific UE (e.g. the serving E-DCH cell in 3GPP terminology).  One UE can have distinct Serving cells for distinct UL frequencies.

Non-Serving Cell for UL frequency x
The radio cell that has a slave functionality but participates in the UL transmission on frequency x for a specific UE (e.g. the non-serving E-DCH cell in 3GPP terminology).  One UE can have distinct non-serving cells for distinct UL frequencies.

Serving cell for DL frequency x
The radio cell that has the master functionality for the DL transmission on frequency x for a specific UE (e.g. the serving HS-DSCH cell in 3GPP terminology).  One UE can have distinct Serving cells for distinct DL frequencies.

Non-Serving cell for DL frequency x
The radio cell that has a slave functionality but participates in the DL transmission on frequency x for a specific UE (e.g. the serving HS-DSCH cell in 3GPP terminology).  One UE can have distinct Serving cells for distinct DL frequencies.

Note: UE could have the different Serving cells for UL and DL on the same UL/DL frequency pair.

Serving Node B (for UL/DL)

The Node B that controls the serving cell (for UL/DL) takes the role of the serving Node B with respect to a specific UE.
Active Set for UL frequency x

The set of radio cells that simultaneously serve a particular UE on the uplink frequency x.
Fast Switching Set for DL frequency x
A set of cells among which the UE can select the serving cell for DL frequency x. 
Fast Switching Set for UL frequency x
A set of cells among which the UE can select the serving cell for UL frequency x. 

Fast repointing for DL frequency x

Change of serving cell for DL frequency x, where the old and the new serving cells are controlled by different Node Bs (inter-Node B)
Fast repointing for UL frequency x

Change of serving cell for UL frequency x, where the old and the new serving cells are controlled by different Node Bs (inter-Node B)
Faster repointing for DL frequency x

Change of serving cell for DL frequency x, where the old and the new serving cells are controlled by the same Node B (intra-Node B)
Faster repointing for UL frequency x

Change of serving cell for UL frequency x, where the old and the new serving cells are controlled by the same Node B (intra-Node B)
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� The handover latency expected from layer 3 mobility mechanisms is much larger than the handover latency expected from layer 2 mobility mechanisms: hundreds of milliseconds versus tens of milliseconds. 
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