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1
Introduction

There is currently an open issue relating to the location of the outer ARQ function within E-UTRAN, whether it should be located in Node B or in a central node. The question is made more difficult to answer by the fact that the optimal placement of the ARQ function is seen as having an impact on the operation of handover.

This Tdoc is intended to summarise the situation but does not express a preference, instead it proposes that a quantitative assessment of the behaviour of the different schemes is required before a decision is made.

2
Discussion

There are mainly two proposals for the location of the outer ARQ function, in the Node B (option A) and in a central node (option B). It has proved difficult to come to a conclusion regarding which is optimum because its location has an impact on a number of related topics, principally lossless inter Node B handover, and has ramifications for overall E-UTRAN architecture. 

The intention in this paper is to summarise the perceived advantages of each option. As well as the location of the ARQ function there are also related issues of where SDU segmentation and SDU buffering should be located and whether ARQ should be based on SDUs or PDUs. These are mentioned where appropriate.

It is noted that the ARQ function considered here is one that operates at the PDU or SDU level and not at the HARQ transport block level. Proposals have been made for Ack/Nack error detection and transport block retransmission but such methods are not considered here.

2.1 ARQ Function Latency 
It is first noted that there is a generally accepted requirement that it should be possible to segment SDUs (IP packets) into smaller units (here called PDUs) for efficient transmission on the air interface. It has been proposed that there are advantages in locating the segmentation and re-assembly functions in the Node B because this offers the opportunity to optimally match PDU size to the available transport block size rather than utilise fixed PDU sizes, which would be necessary if segmentation were performed in a central node. It is commented that currently it is not clear what magnitude of throughput gain would result from this.

Secondly the ARQ mechanism could operate at the PDU level or the SDU level. Intuitively it would seem preferable for ARQ to be performed at the PDU level at least for random PDU loss but the magnitude of throughput loss that would be avoided is currently not clear.

If the ARQ function is located in a central node then the following issues can be identified:

· If segmentation is located in the Node B then the ARQ function must operate at an SDU level.

· The latency of the Node B to central node connections will increase the retransmission delay, which, in turn, will increase the overall packet RTT mean and variance and may, as a consequence, reduce TCP throughput, although again the overall impact of this on single user throughput is not clear.

· The latency will also increase the window size of the ARQ function (and possibly sequence number overhead) relative to ARQ in the eNode B.

· There is additional Node B to central node traffic resulting from Ack/Nacks increasing overall OPEX.  

On the other hand if the ARQ function is located in the Node B then:

· Retransmissions can be based either on PDUs or SDUs and PDU size can be matched to transport block size.

· The retransmission delay should be relatively low minimising the increase in RTT. A small retransmission window size may reduce ARQ complexity although whether this is significant is not clear.

The key issue in this comparison, however, appears to be the effect of Node B – central node latency on packet jitter and throughput. Currently quantitative results have not been presented but internal investigations suggest that if the HARQ function provides a low residual error rates (~ 10-4) the loss is not large but if the HARQ function provides relatively high residual error rates ( > 10-3) then the magnitude of the reduced throughput could be significant.

2.2 Inter Node B Handover
In the architectures that have been proposed so far there has been an assumption that SDU buffering and the outer ARQ function are collocated either in a central node or in Node B. Placing this combination in each of the candidate nodes results in significantly different behaviour in the case of seamless inter Node B handover. It is this topic that is the counter to the latency advantage of placing the ARQ function in the Node B.

If the ARQ and SDU buffering (excluding SDUs and/ or PDUs temporarily stored in Node B pending retransmission) are located in a central node then the following observations can be made for downlink data transfer:

· Data (SDUs and/ or PDUs) that are temporarily buffered in the old Node B can be discarded on handover because the receiver can request their retransmission. However it is noted that this retransmission procedure will introduce some delay to the resumption of data flow to the application. The magnitude of this delay is currently not known, but is a function of the ARQ feedback time.

· The handover can be executed without additional delay caused by outstanding buffer transfers.

· Recovery from handover failure is simple and implicit in the solution.

If the ARQ and SDU buffering are located in the Node B then lossless handover in the downlink then the following observations are made:

· It will be necessary to transfer buffered SDUs between the old Node B and the new Node B and delay transmission in the new Node B until the data context transfer is complete.

· The context transfer can be simplified if SDUs and not PDUs are transferred so that the ARQ process can be re-established in the new Node B. This incurs a cost of retransmitting any SDUs that were not fully acknowledged in the old Node B. Numbering of SDUs would enable duplicate detection. Transfer of SDU time-out timers may increase complexity. A more complex procedure would be to transfer the ARQ context between the node Bs.

· Enabling simple recovery from handover failure will require that the context transfer and SDU flow switching is delayed until the UE is established in the new cell. Alternatively the context can be maintained in both cells via bi-casting until the handover is known to be successful.

· The transfer of context information between the two Node Bs will result in a break in data transfer. The likely duration of this break is currently not known.

· There is some network load added by context transfer.

· For uplink data transfer a UE can retransmit SDUs that were only partially received. If SDUs were to be assigned sequence numbers and the received sequence numbers were transferred as part of the context then duplicate detection (if required) would be possible.

Both approaches appear to offer workable mechanism for handover and both introduce a break in data transfer to the application either whilst the handover is executed or lost data retransmission is completed. Currently no values are available for these delays. It has been discussed during WG2#48bis that delay should not result in TCP retransmission timer time-out. 

In the case of Node B ARQ location described above, the assumption has been that SDU buffering is located at the Node B. It is noted that also alternative solutions to option A and B exists, e.g. the possibility of buffering SDUs at a central node and placing the ARQ function at the Node B. SDUs buffered in the central node could be deleted when the ARQ function detects that they have been received. Such a mechanism would remove the need for context transfer on handover. 

2.3 Evaluation Criteria
It is suggested that the decision process would be aided if a comparison could be made between the schemes including quantitative analysis where appropriate. The following table contains suggested issues for comparison.

	Criterion
	Option A
	Option B

	Protocol complexity and performance:
	
	

	Impact of ARQ retransmission (ACK/NACK) delay on TCP performance and TNL performance (loading)
	
	

	Efficiency of retransmission unit (header, padding)
	
	

	Buffering requirement
	
	

	ARQ – HARQ Interaction:
	
	

	Cross layer communication between HARQ and ARQ layer (parameter)
	
	

	eNodeB change/Handover:
	
	

	Complexity of mechanism for  minimizing data loss during eNodeB change/ handover procedure (seamless, lossless)
	
	

	Performance of  mechanism for  minimizing data loss during eNodeB change/ handover procedure (delay in communication)
	
	

	Security:
	
	

	Support of ciphering based on retransmission unit SNs
	
	


3.
Conclusions

This paper has attempted to summarise the differences between the options of placing the ARQ function within the Node B or within a central node. The balance between them appears to rest on a tradeoff between the air interface capability and reduced latency on the one hand and possibly increased procedural complexity and delay during inter Node B handover.

It would appear that there is currently a lack of any quantitative information relating to the behaviour of the two schemes and if the decision of which to adopt is to be based on a technical assessment of optimal performance of LTE it is suggested that such an evaluation exercise is necessary. 

