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1
Introduction

This paper contains a description of Architecture option B (or 2) with a central RAN control element (C-Plane Server – “CPS”). E-UTRAN therefore consists of
-
an evolved Node B (E‑Node B) and

-
an element for central control plane tasks, e.g. a Control Plane Server (CPS).

2
C-Plane Architecture Option “B/2-bis” in more detail

Figure 1 below bases architecture B/2-bis on the proposed functional architecture in [Functional Architecture]. 
The eNodeB contains all radio layer 1 and 2 processing and cell specific Radio Resource Management. The eGSN contains apart from LTE_IDLE handling, Session Management (the flavour of SM is FFS), Legal Interception, Deep Packet Inspection, Charging. User Plane Functions like Ciphering and Header Compression are under discussion in SA2 and SA3.
This retains inter-cell related RRM, RRC termination and mobility handling in LTE_ACTIVE at a central ‘E‑UTRAN’ element. It is important to mention that all the functions in the CPS are C-plane functions.
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Figure 1: C-Plane Architecture Proposal (with schematic UP arch for information)
E1: is assumed to cover L1 and L2 of the LTE access scheme, including e.g. control channels for shared resources, random access, broadcast channels etc.

E2: is assumed to be similar to todays RRC (with reduced complexity / functionality)
E3: is comparable to todays Iub (with reduced complexity / functionality)
E4: corresponds to the UP connection between eNodeB and eGSN, details are FFS

E5: is comparable to todays Iu (with reduced complexity / functionality)
E6: c- and u-plane interface between MME/UPE and the Mobility Anchor, to be further discussed.

E7: provides access to the Home Database

E8: FFS, if communication between the mobility anchor and the HSS is needed

3
Discussion of the Architectural Approach in more detail
3.1
Mobility Handling for UEs in LTE_IDLE

Intra-LTE Access System Mobility functionality for UEs in LTE_IDLE State 

-
maintains the registration of a user/UE and keeps track of the location of the user/UE on Tracking Area base so that mobile originated and mobile terminated packet transfer may be initiated; 
-
has access to the HSS, keeps UE’s attach/mobility/security status and subscription data, handles roaming/area restrictions, handles user identity confidentiality, supports load balancing/redundancy, preserve certain UE context data from RAN to speed up connection setup. 

-
updates within the network any user plane routing and any potential tunnelling information so that data path is established between intersystem mobility anchor and the UPE.

-
The SAE/LTE 3GPP Access System combines network attach and establishment of basic IP bearer capabilities (always on), i.e. all parameters required for a best effort IP bearer service are allocated for the UE already at attach.

For architectures which do not handle UEs in LTE_IDLE in the eNodeB, the above mentioned functions were already agreed to reside in the MME (Mobility Management Entity), the mapping to a logical architecture is FFS. The MME can store the UE context for long to allow for detach and reattach with temporary identity (user identity confidentiality). The SAE system consists of distributed MMEs.
Furthermore, the SAE/LTE Access System has a UPE (User Plane Entity). The UE registers (at least logically) with the MME and the UPE. The UPE terminates for idle UEs the DL user plane and triggers/initiates paging when downlink data arrive for the UE. Further the UPE stores UE context data like parameters of the basic IP bearer service and keeps network internal routing information.

The architecture proposal foresees to locate the MME and the UPE within the eGSN.

Further details with text proposals for the corresponding TRs can be found in [MME_IDLE]

3.2
Paging and C-Plane establishment

This function handles the termination of incoming data packets for UEs in LTE_IDLE, triggering the paging and distribution of paging among all cells of the Tracking Area the UE is registered.

Establishment of the C-plane between a UE and the network includes the establishment of radio resources for either the default (signalling) IP bearer service or for other preserved services for which context data are already available in the MME/UPE.

An incoming data packet is terminated at the MME/UPE and paging is triggered towards the CPSs controlling the Tracking Area the respective user is registered. The CPS(s) keep information which cells/eNodeBs are contained in the Tracking area and distribute the paging request towards the affected cells/eNodeBs.

The UE requests default resources via RACH and the eNodeB grants them without contacting the CPS, which enables the UE to contact the CPS and the MME/UPE in response to the paging request. The MME/UPE correlates the incoming data packet with either the default IP service or another preserved service context. For the latter case, the MME/UPE initiates the radio resource setup sequence, which contains assignment of a temporary E-UTRAN identifier (L-RNTI) and serves as implicit acknowledgment of UEs attempt to contact the CPS and the MME/UPE .
See Further details in [Paging and C-Plane].
3.3
Mobility Handling for UEs in LTE_ACTIVE

This function handles all necessary steps already known from state of the art relocation/handover procedures, like processes that precedes the final HO decision on the source network side (control and evaluation of UE and eNodeB measurements taking into account certain UE specific area restrictions), preparation of resources on the target network side, pushing the UE to the new radio resources and finally releasing resources on the (old) source network side. It contains mechanisms to transfer context data between evolved nodes, mechanims to reduce loss of data during the HO process and updating node relations on C- and U-plane.

In this proposal, LTE_ACTIVE state mobility is still controlled by a central node (CPS) that causes the UE to perform radio link quality measurements for the DL within the current cell and within neighbour cells, it causes the affected eNodeBs to perform corresponding measurements for the UL and overviews the load status of the HO candidate cells.

Typically, the CPS triggers the HO process after it has made a definite decision to serve the user in another cell. Whether the network should be able to allocate resources in several neighbouring target cells for fast cell-selection purposes is FFS. The QoS/Policy information is passed to the scheduling entity in the target eNodeB as it is described already for Resource Establishment.

It is FFS whether in the course of the HO execution (UE is triggered to switch to the new side) the source side starts to forward received data packets towards the target eNodeB in a bicasting or pure data forwarding fashion or whether bicasting is performed from the eGSN. Whether counter values need to be exchanged to avoid any data loss is FFS.

The UP connection between the target eNodeB and the UPE needs to be updated in a timely manner (below it is proposed to trigger the update when the UE was able to gain access on the new side).

After the CPS on the target side has received the final confirmation from the UE on the completed HO process, it starts to trigger release of resources on the (old) source side.

3.4
Handling of State-Transitions (ACTIVE ( IDLE)

The eUTRAN ACTIVE state is used when the UE is assigned resources, or in the power saving state having recently been assigned resources (FFS).  The IDLE state is defined by the absence of UE assigned resources in eUTRAN. 

The UE is explicitly moved to ACTIVE by the UTRAN after performing a resource request (FFS on RACH).  Once in ACTIVE the UE is moved to IDLE again by the UTRAN after a suitable period of inactivity. 

3.5
Discussion on RRC functions

Current RRC functions from 25.331 can be broken down into two categories, those which benefit from the wider view of the Node B deployment and those which do not.  Those functions which are more suited to the single site/cell view are:

-
Control of requested QoS, Outer loop power control, Arbitration of radio resources (intra cell), Timing advance, UE measurement reporting (for link adaptation)

These functions should be placed at the Node B to ensure they respond quickly and accurately to the ongoing radio conditions, and gain no benefit from being located in a higher node – indeed some will suffer a detrimental effect such as OLPC and radio resource arbitration. It is expected that those functions are able to be implemented on L2/MAC level.
The remaining functions below will all be placed in the CPS – either for reasons of the wider view of the network environment, or because of security requirements from SA3 (FFS)

-
Broadcast of information, management of an RRC connection between the UE and UTRAN (IP requirement), management of the radio bearers (FFS – depending on bearer concept), RRC connection mobility functions, UE measurement reporting (for inter-cell mobility) and control of the reporting, Arbitration of radio resources/Load control (inter-cell) , Control of ciphering, Paging, RRC message integrity protection, CBS and MBMS control

It is expected that time consuming signalling as can be seen from today’s networks e.g. with the the Security Mode Command procedure, can be avoided by storing related context data in the network and the UE and thus avoiding exchanging certain parameters at every connection set up. This was discussed last meeting and is applicable for all architectures.
Additionally, the following functions are located in the UE

-
Initial cell selection and cell re-selection
3.6
Resource Establishment and QoS Signalling
This function handles the provisioning of QoS/policy information to the network entities that control radio/network resources based on information about the users subscription, the UE’s and the network capabilities, the availability of network resources and certain operators policies. It is triggered by a request from application functions which on the one hand side perfom the negotiation with the UE on service level and on the other hand translates the service request into policy/QoS information. It is FFS to which extent a negotiation/re-negotiation of requested network resources shall be possible.

It is assumed that there is a preceding service negotiation on application layer which result in a decision on the amount of granted resources which is communicated to the MME/UPE in terms of policy/QoS information. The MME/UPE checks whether the granted resources correspond to the limits defined in the user’s subscription profile and initiates a resource assignment towards the radio part of the network. It is FFS whether the policy enforcement point resides in the MME/UPE or the mobility anchor.

The policy/QoS information needs to be conveyed on the one hand side to the Call Admission Control entity within RAN (proposed to reside in CPS) and to the scheduler in the eNodeB in the appropriate way. Further the UE needs to receive policy/QoS information to correlate this information to the respective IP flow.
3.7
Radio Resource Management

3.7.1
Basic (“common sense”) Assumptions

-
a specific radio/processing resource property of a E-UTRA cell shall be controlled by one single RRM entity (the alternative would be to handle a situation where several competing RRM entities control radio resources, which should be avoided)

-
eNodeBs should be designed for robustness and simplicity

-
No security related processing (e.g. C-plane ciphering/integrity protection) at remote and unsecured locations
-
extensive duplication of database content within E-UTRAN nodes should be avoided

-
keeping databases in radio edge nodes should be avoided for reliability reasons.

3.7.2
Guideline for identifying centric & hierarchical functions

In general, all those functions which would require related database duplication in several E-UTRAN nodes should be further discussed. The group of functions that require a certain level of radio network topology knowledge represents a good example:

-
neighbour-cell information for a multi-layered hierachical cell structure would need to be distributed among several RAN nodes in case of a de-centralised RRM architecture. which would require a centralised O&M entity anyway to ensure consistency.


neighbour-cell info is needed for intra- and inter-system mobility. such databases include non-broadcast parameters like system capabilities (semi-static) or load values (dynamic).

-
Insertion and removal of cells. In case of a central controller, automatic update can be envisaged based on a central relational database (cf. “System Information Update” in TS25.433), otherwise subsequent update of all affected databases separately is required.

As a general guideline, all E-UTRAN functions that affects inter-cell relations should be taken into account for a centralised control discussion, all other RAN C-plane functions which have no effect on inter-cell properties can be regarded to be of local significance only.

3.7.3
Identification of candidates for centralized RRM functions

Assuming that the basic RRM tasks will not significantly differ between UTRAN and E‑UTRAN an initial task list can be found in [1] for E‑UTRAN. Figure 1 shows the most important functions and sub-functions and marks those which depend on or utilise neighbour cell information.
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*
Note that the meaning of ‘Bearer Control’ may change to a more policy context based and QoS oriented control over the shared radio and transport means in the E‑UTRAN

Figure 1: RRM Sub-Functions and their dependency on neighbour cell information

In this proposal RRM functions are split between E-Node B and CPS. Mobility related functions are split between the ‘central CN/core element’ and the CPS. The CN/core element is responsible for UEs in idle mode, the CPS for UEs in active mode. In Figure 1 the mobility management for these active mode UEs is the RRM function ‘Connection Mobility’.

The split of further RRM functions between eNodeB and CPS follows the guidelines derived in section 3.6.2., i.e. RRM that affects a single cell only, where no or few communication with a central/neighbour node is necessary is placed in the E-NodeB (e.g. MAC scheduler Resource Allocation) Connection Mobility and the Resource Control functions Admission and Load Control benefit a lot from a wider scope.

Connection Mobility

Handover decisions are made in the network using measurements supplied by the UE and the eNodeB to control access link performance and trigger handover if the link quality is dropping below a certain level. The selection of the handover target is performed by controlling the UE neighbour cell measurement, which requires knowledge of cell structures. De-centralising this function would require this knowledge in every E-Node B site. Inter-site mobility would require the transfer of measurements (either in a summarised statistical value or in explicit chain of single measurement results).

Control of UE specific measurements in the E-Node B will not require any topology knowledge, however, for HO Control purposes, in order to determine the final HO target, both, UE and E-Node B measurements are required to be handled by a single control entity.

Further, operators benefit from a centralised measurement site for collecting statistics and controlling counter-measures in certain high-load situations.

Context Information transfer: In case of flat architectures, the frequency of context transfer is much higher than in architectures with centralised control.  

Admission Control: will have to deal with topologies in case of several cell-hierarchies and is therefore a candidate for centralized handling.

Load control provides additional performance gains over the scarce resource ‘air interface’ by considering the knowledge about the load situation of neighbour cells that may even belong to a neighbour E-Node B.

3.8
(Logical) O&M 

Logical O&M functionality was introduced in R99 on Iub to provide “in-built” database consistency between resource control in RNC and resource status in NodeB and avoiding time-consuming O&M handling with “higher up” entities. So, the baseline architecture provides operators a standardised, open interface for controlling NodeB resources, which represents a value in itself and should be available for LTE as well.

3.9
UE context

LTE_Idle 

In LTE_Idle state there is only a UE context in the eGSN, and this contains the UE subscription data (retrieved from the HSS), attach/mobility/cipher status, the current TA the UE is registered and authentication information (such as CK/IK).  In addition, context data for the default IP bearer service is kept. Since the eGSN is the entity through which interworking with other 3gpp RATs is performed, all subscription information for other RATs is also stored here (e.g. GERAN ciphering information).
The CPS may contain configuration information about each cell for which it is the responsible CPS, such as RACH configuration and dimensioning, BCCH provision, PCCH resources etc.

In addition to that the eGSN may hold certain RAN related context data to speed up connection setup.

LTE-Active
In LTE-Active state there is a UE context in the CPS, eGSN and also the eNode B.  The eGSN has all the characteristics of the previous contexts, but also with an active ciphering engine and all associated contexts, and also the QoS for each data flow (equivalent to a PDP context) and the UE cell location (tracked by IP address?)

In the CPS, the UE location is tracked to the cell level, the status of ciphering per UE (active, inactive etc) is maintained and also the measurement configuration for inter cell mobility.

In the eNode B, the UE context has information related to QoS for the ongoing services to enable the scheduler to correctly provision air interface resources, measurement reports for channel quality and also the backhaul configuration i.e. used eGSN (and any equivalents with network sharing functionality) 
3.10
redundancy schemes / load sharing

The SAE/LTE Architecture shall support load sharing/redundancy concepts similar to that defined for the baseline architecture. Appropriate pool area definition ensures reduced mobility signalling, i.e. the context can be kept in one MME/UPE entity for most of the users during daily mobility. 

It is assumed that in SAE/LTE a similar routing mechanism than for the baseline architecture is used, i.e. it based on a temporary identifier that points to the MME/UPE entity.  The location of the entity that resolves this routing information will be placed in the CPS.

3.11
Network sharing

Network sharing enables several core network operators to share common E-UTRAN resources. As scenarios similar to the Gateway Core Network (GWCN) scenario can be regarded as a special case of normal UE roaming only the Multi Operator Core Network (MOCN) scenario is considered. It is assumed that – as in the baseline architecture – network sharing is supported by means of load sharing/redundancy mechanisms. Further, UE based network selection based on broadcasted network identifiers shall be supported.

3.12
Handling of roaming / area restrictions

Roaming and area restrictions are handled based on infomration retrieved by the MM-Entity accessing the HSS and on local operator’s policies. The evaluation to accept /deny the UE’s location in LTE_IDLE is performed by the MM-Entity per tracking area granularity (agreement Talinn meeting) and is stored there as well (see TR R3.018).

Related to the LTE_ACTIVE mode the function “Guiding measurement process for handling of roaming/area restrictions” is located on the RAN side. At RAN3#48bis meeting it was agreed for a UE moving to LTE_ACTIVE that the MME provides allowed neighbouring tracking areas to the entity controlling UE’s neighboring cell measurement.
The baseline architecture supports mechanisms in NAS protocols that allows the network to control UEs access based on subscription information on a LA granularity. The UE is informed via explicit NAS-Failure Cause about the reject reason and will perform defined action upon this information (see TS 24.008 for more detail). SAE/LTE is required to continue support of these mechanisms as well, so continuous support of these already present functionality should be the preferred way for SAE/LTE.
3.13
deployment flexibility
A wide range of deployment scenarios can be supported, although the typical deployment would benefit from a central C-plane entity to a large extent. 

The CPS can be positioned according to the operator’s deployment strategy and easily optimised to the conditions of the operator‘s transport network. For example, it’s possible to deploy either large or small CPSs, just as required by the local environmental needs or operator preference. It’s even possible to co-locate CPS with the E‑Node B or the CN node in certain introductory phases.

4
Conclusion and Proposal
In the following a summary of the characteristics of the presented approach is given. 
-
The E‑Node B is kept as a very simple network element

-
the CN nodes are kept cell-/E-UTRAN topology agnostic
-
unique responsibility for the control of radio resources of inter cell importance (between E-Node Bs and between CN-node and UEs)

-
splitting RRM functions into cell-level-RRM (handled by eNodeB) and inter-cell-level-RRM (handled by the central control node)

-
RRC is terminated in the central control node; it is expected that certain RRC functionality can be shifted to eNodeB where possible and reasonable, but will be performed on L2 (MAC). 
-
Support of load sharing/redundancy schemes, network sharing, area restriction mechanisms.
It is proposed to discuss the topics in chapter 3 one by one and to capture the agreements in the respective TRs.
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