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1. Introduction

Having decided to have both outer ARQ and HARQ during the last meeting, the next step is to decide where to locate the outer ARQ.
Based on the aspects listed in section 2, this contribution proposes to have ARQ in the Node B. Section 3 looks in more detail on the system behaviour at handover in case ARQ is located in the NodeB. Finally Section 4 discusses some related aspects.
2. Reasons to have ARQ in Node B
2.1. TCP Throughput

TCP is a dominant transport protocol in packet-oriented communication, therefore TCP throughput would be an important criteria in evaluating proposals on ARQ locations.

The main difference between ‘ARQ in Node B’ and ‘ARQ in anchor node’ would be ARQ RTT. 
To see how ARQ RTT affects TCP throughput, we define ‘NACK delay’ as the delay between the moment a packet is lost and the moment ARQ transmitter is aware that the packet is need retransmission.

Graph 1and graph 2 present simulation results on the TCP throughput in the function of NACK delay.
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Graph 1. TCP throughput over low throughput links

Graph 2. TCP throughput over high throughput links


The reference throughput means the expected TCP throughput when there is no error at all over the communication links.

The general expectation would be that longer NACK delay will decrease TCP throughput because it will increase the average TCP RTT. 

We see this tendency in both simulations results.

Followings are the observations noteworthy from the simulation results.

· When reference TCP throughput is low, the performance difference due to NACK delay is very small.

· Performance difference between 10 msec and 20 msec NACK delay(red circle in the graph 1) is 0.000%

· When reference TCP throughput is high, the performance difference due to NACK delay is significant. 

· Performance difference between 1 msec and 5 msec NACK delay(red circle in the graph 2) is 11.061% (from 27.01 to 24.32 Mbps)
Even though it is implementation dependent how much more NACK delay will be added with ARQ in anchor node (e.g., depending on backhaul delay) it would be a fair assumption at least several msec will be there. 

2.2. Simple architecture

An aspect most frequently quoted as a benefit of ‘ARQ in Node B’ is the simple architecture. This is not just a rhetoric aspect but is providing a real benefit in many respects. Figure 1 shows the sub-functions of both options.
The benefit of the simple architecture will come from three aspects.

· Smaller number of sub-functions

· As shown in figure 1, we need double sequencing/framing if we have ARQ in the anchor node. 

· One can argue that if we can use a complete IP packet as ARQ PDU, we don’t need sequencing/framing in node B. However even in that case we need an SN in the ARQ block for ARQ purpose and an additional SN in HARQ block for segmentation/ reassembly.
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Figure 1. Sub-functions of ARQ & HARQ
· Smaller retransmission buffer

· The retransmission buffer stores outstanding ARQ PDUs, that are those having been transmitted but not yet acknowledged and those being transmitted. 

· In the ‘ARQ in Node B’ architecture, ‘those being transmitted’ are those in the HARQ processors at the moment. 

· Retransmission buffer size = the amount of data having been transmitted and not acknowledged yet by HARQ + the size of HARQ processor memory

· In the ‘ARQ in anchor node’ architecture, ‘those being transmitted’ are those in the transmission buffer of the Node B as well as those in the HARQ processors. It would be a fair assumption that we should have a larger transmission buffer in Node B with a higher data rate in the air interface.
· Retransmission buffer size = the amount of data having been transmitted and not acknowledged yet by HARQ + the size of HARQ processor memory + the size of Node B transmission buffer
· Better implementation

· When ARQ and HARQ are in the same node, they can be implemented in the same processor, which can reduce processing time and processing resources. 
2.3. Easier interaction between HARQ and ARQ
As shown in [1], the interaction between HARQ & ARQ would enhance ARQ performance. 
In case ARQ is located in the NodeB, the inter-layer interaction does not need to be specified in detail because both ARQ and HARQ are in the same node. But if ARQ and HARQ are in the different nodes, we need to specify the detailed interaction in the specification. 
We don’t argue that we can not have any HARQ/ARQ interaction when ARQ is in the anchor node, but it should be noted that having ARQ in Node B will make it a lot easier.
2.4. Better support for real-time services with harsh QoS requirements

Currently we have only one type of PS conversational service (VoIP), which requires an end-to-end delay of less than 250 msec and 10e-2 error rate. This could be achieved with HARQ alone. 
However if we come to more QoS demanding real-time services like video telephony, it is not clear whether  we can make it without ARQ’s assistance; e.g. moving images require an error rate of at least 10e-4 and achieving this without ARQ would be quite challenging.
To run the ARQ loop for real-time services, minimizing retransmission delay is essential and in this case having ARQ in the Node B will provide us with an opportunity to use ARQ for real-time services.

2.5. Frame size adaptation
For an optimal solution, the frame size has to be adapted to the scheduling situation of the given moment. This is straightforward in an ‘ARQ in Node B’ architecture, where the sequencing/framing block in the ARQ entity can adapt the packet size. 
However this is not easy, if not impossible, in an ‘ARQ in anchor node’ architecture, since at least the following steps should be involved.
· Node B informs ARQ entity about the desired frame size

· The ARQ entity frames the IP packet to the informed size

· The ARQ packet is transmitted to the Node B

To adapt frame size instantaneously, above steps should be completed in a TTI (0.5ms by RAN1 working assumption), and this seems an almost impossible goal.
The remaining options would be;
· ARQ entity frames IP packets in fixed size and HARQ concatenates ARQ packets like HSDPA

· ARQ entity sends a complete IP packet and HARQ frames the ARQ packet according to scheduling situation. 

A drawback of the first option is well described in [2] showing that the overhead taken by the SN space would be excessive. 

A drawback of the second option is that the BLER of ARQ packet will be increased to a level multiple times than when the ARQ packet is segmented in the HARQ entity. E.g. if a 1500 byte IP packet is segmented into 5 HARQ packets, then the BLER of the ARQ packet will be roughly 5 times larger than the HARQ BLER.

Moreover loss of one segment leads to retransmission of a whole IP packet, this would decrease user throughput especially at the cell edge. 
2.6. RRC location & call setup delay reduction
It would be a general assumption that when ARQ entity is in central node RRC is also in central node. Then it should be noted that RRC location would have impacts on call setup time.
It is not easy to estimate the gain in terms of call setup time reduction at the moment, because we haven’t discussed the detailed signalling flow yet. 
However, one obvious point is that we don’t need additional communication between central node and Node B when we have RRC in Node B.

This is illustrated in figure 2.
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Figure 2. User plane setup procedure

To be fair, we assumes 2 tier architecture for both, so central node and AGW are collocated in ‘RRC in central node’ architecture. 

Even though there are no difference in terms of number of messages, it is clear that the overall path taken by involved messages are different. 

In case of ‘RRC in Node B’, the overall path is 1 radio RTT + 1 backhaul RTT, while it is 1 radio RTT + 2 backhaul RTT in case of ‘RRC in central node’.
Please note that above difference is the minimum. If we assume 3 tier architecture for ‘RRC in central node’, the number of messages as well as overall path will increase. 
Therefore we think this is another reason we should have ARQ entity in Node B.
2.7. Flexibility in backhaul technology
As shown in the simulation results, TCP throughput is affected by NACK delay a lot. This imply that operators should choose high speed backhaul if they want to guarantee short enough NACK delay when ARQ is in central node.
This would block the cheap/slow backhauls like ADSL, Microwave or WiMAX from operator’s choice. 

On the other hand, operator will have more freedom in choosing backhaul technology if ARQ is in Node B
3. Handover Performance

Better handover performance has been regarded as the major benefit of ‘ARQ in anchor node’ architecture.

In this section we look at the handover performance to see if one of the solutions is indeed “much better”.

We will look at three aspects:
· handover break time
· lossless handover
· backhaul load increased
Since we assume that bi-casting will reduce the interruption time for both solutions, no bi-casting is assumed in this section.
3.1. Handover break time
It is not easy to evaluate handover break time with no signaling flow defined yet. So we take a very general signaling flow description for the handover in figure 3.
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Figure 3. HO procedure when ARQ is in anchor node
Let’s define the handover break time as the duration from the moment the transmission from the source Node B stops to the moment UE receives the first data from the target Node B.  Figure 2 shows the handover procedure and handover break time when ARQ is in anchor node. Two things can be observed:
· If we assume ‘Tx stop’ at the source Node B and the ‘path switch’ to the target Node B happen at almost the same time, then the first data will arrive the target Node B after one backhaul delay from ‘Tx stop’.

· If physical channel synchronization takes more time than HO break time in network side, then the real HO break time is more impacted by the synchronization delay. 
Figure 4 shows the handover procedure and handover break time when ARQ is in the Node B. 
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Figure 4. HO procedure when ARQ is in Node B
It is observed that the first data will arrive at the target Node B after two times backhaul delay (SNB to Anchor to TNB) after ‘Tx stop’ at the source Node B. This is even for the “worst case situation” that no shorter transport between SNB and TNB will exist.

Thus the following can be concluded:
· The maximum HO break time difference between two architectures is one backhaul delay;
· Depending on transport layer topology, the maximum HO break time difference might be much smaller or even be negative;
· The HO break time difference is zero if the synchronization delay is larger than HO break time in the network part. 
3.2. Lossless Handover

In this section we present a mechanism to provide lossless handover when ARQ is in Node B. This is to show that lossless handover should not be the main drawback of the ‘ARQ in Node B’ architecture.

We assume the simplest and most efficient way (from radio interface point of view) for handling a lossless handover is relocating the ARQ context. This is shown in the figure 5.
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Figure 5. ARQ context relocation
When Tx from the source Node B stops, the source Node B starts to transfer the ARQ context, ARQ PDUs in the retransmission buffer and IP packets in the transmission buffer.

The ARQ context is merely the ARQ sequence number to be used for the first IP packet (yellow one in the figure).
The target Node B forwards the ARQ PDUs to the retransmission buffer and IP packets to the transmission buffer in the order they are received. Upon framing IP packets to ARQ PDUs, the target Node B starts from the sequence number informed by the target Node B.  
3.3. Backhaul load increase
When the Node B buffers all data for a flow, then the data in Node B should flow backward over the last mile at the handover. Since handovers are only taking place during a smaller part of the total session duration, and since in many cases the transport resources to the ENB might be symmetrical dimensioned anyway, this might not be a big issue.
If there is a need to reduce this additional UL traffic, a flow control mechanism between Node B and anchor node may be introduced.
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Figure 6. Flow control between anchor node and SNB
The Tx buffer in the SNB only stores packets that can be scheduled in a few TTIs, and all the other packets are stored in the IP buffer of the anchor node. 

At the cell boundary, the data rate for a UE would be relatively low so the amount of data in the Tx buffer would be small in general. 

Please note that this kind of flow control will be needed anyway in case of ‘ARQ in anchor node’ architecture.
4. Other aspects to consider
Security handling (i.e. UP ciphering) has been regarded as a potential benefit of ‘ARQ in anchor node’ by some companies, because ARQ sequence number can be used as per-packet changing input to the ciphering function.

In principle we believe that security  should be considered as an independent issue from the ARQ location so that we can progress without being blocked by SA3 discussion. 
Even in case SA3 is really firm on their requirement that UP ciphering shall not take place in the ENB, the additional overhead to ‘ARQ in Node B’ architecture would be very small, because small sequence number per IP packet would be enough. (e.g. 0.07% with 1 byte SN and 1500 byte IP packet), and therefore we think that even in such a solution, having ARQ located in the Node B is still preferable.  
5. Conclusion

Table 1 is the comparison table summarizing the discussion.

<Table 1>
	
	ARQ in 
Node B
	ARQ in central Node
	Note

	TCP throughput
	x
	
	When TCP is operating at high throughput, the throughput gain will be more significant.

	Number of sub-functions
	x
	
	

	Retransmission buffer size
	x
	
	

	Implementation
	x
	
	ARQ/HARQ can be implemented on the same processor

	Interaction between HARQ and ARQ
	x
	
	Inter-layer operation vs. inter-node operation

	Real-time service support
	x
	
	Real-time service over ARQ is more feasible

	Frame size adaptation
	x
	
	Instantaneous frame size adaptation is possible

	User Plane setup 
	x
	
	Call setup delay can be reduced with RRC in Node B 

	Backhaul flexibility
	x
	
	More flexibility for choosing backhaul technology

	Handover break time
	
	x
	The gain is at most one backhaul delay

	Lossless Handover
	
	x
	Marginal complexity will be added when ARQ is in Node B

	Backhaul load increase
	
	x
	A simple flow control could minimize the backhaul load increase


As we see in the table, benefits overcome drawbacks in ‘ARQ in Node B’ architecture, thus Samsung propose to take ‘ARQ in Node B’ for LTE E-UTRAN architecture. 
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