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1
Introduction

Based on the discussion in RAN WG2#48bis and the embedded joint meeting with RAN WG3, the following two main RAN architecture options related to termination of retransmission protocol layers have been identified:
A.
HARQ and Upper ARQ in Node-B

B.
HARQ in Node-B and Upper ARQ in central node

The purpose of this document is to present the consolidated view of the co-signing proponents of architecture option A, as a candidate for possible incorporation to TR 25.813 [1] based on RAN WG2 and WG3 joint meeting agreement.

The discussion is intended to focus on repetition layers. Aspects like bearer handling in CN, charging, QoS ensuring and user plane ciphering are assumed not to be treated in this agenda item, and are not within the scope of this document.
2
Description of U-Plane Architecture Option A
2.1
User-plane termination points

Both the inner Hybrid ARQ loop, jointly implemented by physical layer and MAC, and the Upper ARQ are terminated in UE and NodeB, as illustrated in Figure 1. 
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Figure 1: Termination points of radio protocol layers and ARQ functions
Note: Depending on the results of the pending security discussion in SA WG3 and subsequent architecture decisions in SA WG2, two variants of header compression and user-plane ciphering termination would be possible (Node B or centralized node above Node B). As user-plane ciphering is outside the scope of this discussion, HC and ciphering are not shown in Figure 1.
2.2
Upper ARQ functions

The following Upper ARQ (MAC) functions are identified:
-
Error correction by retransmission (to provide Acknowledged Mode (AM) data transmission. If retransmission is not applicable, Upper ARQ operates in transparent mode ).

-
In-sequence delivery of upper layer PDUs (using AM).

-
Duplicate detection.

-
Flow control.

-
Sequence number check.

-
Protocol error detection and recovery.

-
SDU discard.

Depending on selected Upper ARQ scheme, different variants for segmentation above Upper ARQ process (could also be performed by MAC) are possible:

#1-A. Upper ARQ operates based on SDU:s

No segmentation, re-assembly, concatenation or padding is needed for Upper ARQ.
#1-B. Upper ARQ operates based on segmented SDU:s
-
Segmentation, reassembly, concatenation, padding functions are needed
If Upper ARQ is not applied, it operates in “transparent mode”. This transparent mode may be different from what is defined as transparent mode in current UTRAN.
2.3
Mobility support

2.3.1
Handover support

With respect to the handover the main difference between architectures A and B is that in architecture A a new Upper ARQ instance is generated in target NodeB while in architecture B the Upper ARQ instance remains unchanged.
Regarding Upper ARQ relocation in architecture A, two alternative solutions are considered:

#2-A. Upper ARQ status and state information are included in the context information transferred.
#2-B. Upper ARQ status and state information are not included in the context information
For the delivery of buffered packets from Source NodeB to Target NodeB, three solutions are studied (with variant c actually describing the option of implementing a “lossy” handover):

#3-A. If #2-A applies, Upper ARQ state is maintained in the handover and Upper ARQ buffers are transferred to Target NodeB.
#3-B. If #2-B applies, Upper ARQ state is not maintained in the handover. With segmentation variant #1-A (Upper ARQ operates on complete SDU:s without segmentation) the data in Upper ARQ transmission buffer can be forwarded, with #1-B data needs to be buffered as complete SDU:s, which are forwarded in the handover (segmented Upper ARQ buffers in Source NodeB are erased).
#3-C. If #2-B applies and data in Upper ARQ buffers (#1-A) is not forwarded to target Node B or #1-B is in use, the resulting handover is not lossless.
- This may be the case when there is no retransmission functionality in the upper ARQ (e.g. RT services), or
- The service does not require lossless delivery and therefore the upper ARQ is re-initialized (e.g. similar to current “lossy” SRNS relocation “UE involved”)
With the mechanisms described in this section a lossless handover can be provided. Therefore a separate retransmission mechanism for correcting errors caused by handovers is not needed.
2.3.2
Fast cell selection

In the scope of architecture A, a separate procedure for fast cell selection is currently not perceived to be needed. If the performance of handover, after optimisation, is not seen as sufficient, a fast cell selection procedure can be considered.
2.3.3
Macro-diversity

Not proposed to be used.
3 Comparison with U-Plane Architecture Option B
In U-plane architecture option B, Upper ARQ is assumed to be terminated in a “Centralized Node above Node B”. Consequences of Upper ARQ termination are studied in the following tables.
Table 1: Comparison of architecture A and B in normal case (no handover)

	Topic
	A
	B
	Comment

	Retransmission delay
	Optimal
	Sub-optimal
	Perceived drawbacks for architecture B:

(1) Transmission/L2 frame processing delay, 

(2) Transmission delay when Node B NW interface is loaded,

(3) Delay in protocol error detection for UL

(4) Delay of retransmitted DL packets and ACK/NAK feedback (for UL packets) due to buffering in NodeB.

Decreasing these delay components increases cost of NodeB – CN interface

	Upper ARQ retransmission PDU size
	Fast optimization possible
	Fast optimization difficult
	In architecture B it is difficult to arrange interaction of upper ARQ with radio conditions due to Node B NW interface delay.

	Protocol complexity
	Simple
	Extra complexity
	Architecture A benefit:

With Upper ARQ and HARQ located in one node, optimisation of procedures and parameters between the two ARQ entities is easy.

Perceived drawbacks for architecture B:

(1) Node B interface flow control and discard timer operation is required,

(2) Upper ARQ parameter tuning must account for NodeB interface jitter and flow control delay.

	NodeB network interface load
	Optimal
	Sub-optimal
	Perceived drawbacks for architecture B:

(1) Low-delay transmission of upper ARQ status reports,

(2) NodeB interface flow control overhead,

(3) Retransmission of packets over NodeB NW interface

	Buffering requirement
	Lower
	Higher
	For arch B, Upper ARQ buffers need to hold all the packets that have not been acknowledged by the peer entity, i.e. in addition to the ones in HARQ process also the ones buffered in Node B.

	Buffer management
	Faster and more effective
	Slower and less effective
	In architecture A the buffer management for the two ARQ layers can be considered jointly, and in some procedures they can affect each other directly.

Depending on the exact solution also merging of buffers can be possible.

	Interaction between HARQ and Upper ARQ
	Simple
	More difficult
	Interaction within the same node can be instantaneous and doesn’t have to be specified.

Interaction between Node B and centralized node has to be specified and incorporates a delay.


Table 2: Comparison of Architecture A and B during handover

	Topic
	A
	B
	Comment

	Procedure complexity
	More
	Less
	In architecture A, the upper ARQ needs to be either restarted in new NodeB or complete state and buffer information needs to be forwarded.

	Load caused by source NodeB to target Node B transmission of Upper ARQ information
	More
	None
	In architecture A data buffered above upper ARQ needs to be forwarded to new NodeB.

	Load caused by transmission of Upper ARQ in central node to target NodeB
	None
	More
	In architecture B a number of RLC packets have to be buffered in source Node B to allow for opportunistic scheduling. Remaining packets are lost in case of handover and they have to be retransmitted and sent from central node to the target NodeB.


4
Conclusions

Architecture option A performs better in non-handover case. Latency can be improved both through the omission of NodeB network interface delay for retransmissions and acknowledgements, and also through better interaction of HARQ, Upper ARQ and physical radio conditions, resulting in better avoidance of stall situations caused by e.g. misinterpreted acknowledgements in HARQ. Delay requirements and loading on the NodeB network interface decrease, resulting in a potential cost benefit for the NodeB interface. RRC can be co-located with Upper ARQ in NodeB, decreasing delay for critical radio interface signaling while maintaining the Upper ARQ – RRC relation already present in current UTRAN. Arch A also has benefits in terms of distribution of buffering and processing load. In architecture option B NodeB network interface flow control and tuning of outer ARQ parameters will become more critical and complex.
In handovers either the state of the Upper ARQ protocol needs to be transferred to target NodeB, or the Upper ARQ has to be re-started in the target NodeB. This makes the handovers with architecture A more complex than with architecture B, but the difference is understood to be more than compensated by the benefits of architecture A listed above.
The content of section 2 is proposed to be incorporated into TR 25.813 [1].
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