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1. Introduction
In this document we present a user plane architecture for E-UTRAN. Since the scope of each protocol (RLC or MAC) is not defined and may undergo significant changes, we propose instead to discuss the changes we foresee for the features provided by the current UTRAN L2. 

The objectives we keep in mind while designing a L2 for E-UTRAN are the following:
· Efficiently support all types of services 
· Allow tradeoff between delay and efficiency

· Allow tradeoff between delay and residual error-rate

· Provide a good continuity of service

· Reduce backhaul latency (potentially at the expense of efficiency)

· Enable architectures that bring functions closer to the edge of the network in order to reduce RTT
In section 2 of this document we provide a list of features currently provided by UTRAN’s L2 and in section 3 we discuss the design changes for a number of these functions which we propose to enhance. In section 4 of the document we list a number of conclusions.
2. L2 Functions 
2.1. RLC
· Segmentation / Concatenation / Padding / Re-assembly (Framing)
· Transfer of user data

· Error correction.

· Discard

· In-sequence delivery of upper layer PDUs.

· Duplicate detection

· Ciphering.

· Flow control

2.2. MAC
· Mapping of logical channels onto transport/physical channels.

· Scheduling
· DL/UL HARQ

· Re-ordering

3. Discussion
3.1. RLC Modes

The R’99 RLC supports three different modes, acknowledged, unacknowledged and transparent. This allowed the RLC protocol to be used in support of both signalling and data transmission. Signalling QoS requirements are not necessarily different from those of data, therefore it seems to make sense to try to support both with the same protocol. 

The use of RLC TM requires perfect knowledge of the SDU sizes produced by the higher layers and as such would be unusable in the context of a data-centric network. It is therefore unlikely to be useful in our proposed design.

Conclusion 1: Retain the concept of a single link-layer both for signaling and data.

Conclusion 2: No need for TM, but UM and AM should be supported.
3.2. ARQ Functionality

With the introduction of HSDPA and HSUPA, an additional and efficient ARQ protocol was introduced both on the DL and in the UL (a.k.a. Hybrid ARQ) and rightfully raised the question of whether keeping two ARQ mechanisms (RLC and HARQ) in L2 was necessary. Although for legacy and continuity reasons it made sense to keep both mechanisms in R5 and R6, this question needs to be visited again for a new system like E-UTRAN.
Although it is true that residual error rates achieved with HARQ transmissions can be very low, one must keep in mind that achieving similar error rates on the HARQ ACK channel is very expensive and significantly impacts the opposite link’s capacity. As an example, the HS-DPCCH has ACK->NAK and NAK->ACK misdetection rates of 10-2 and 10-4 respectively which is too large for for systems to achieve 100 Mbps.
Having an ARQ functionality on top of HARQ allows to tradeoff residual error rate requirements on HARQ transmissions as well as HARQ ACK transmissions at the cost of slightly increased delay for the fraction of packets aborted by HARQ. As an example for a reasonable HARQ target error rate of 10-3 the resulting RTT would equate to:
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Where RTTHARQ and RTTRLC are the round trip times observed at HARQ and RLC respectively. Furthermore, one should observe that since in most cases both RLC and HARQ retransmissions would be initiated from the Node B, the RTT experienced by both protocols should be equivalent.
Conclusion: Retain the concept of a two ARQ protocols for E-UTRAN.

3.3. SDU Framing Functionality

One of the features of RLC is that SDU framing is handled within the protocol which enables a number of useful features such as:

· SDU discard based on QoS considerations.

· Out-of-sequence delivery.

· Alignment of SDUs with TTIs.

· Indication of successful delivery.
Conclusion: The new ARQ protocol should be SDU aware.
3.4. Location of SDU Framing Function

3.4.1. Background

Sequence number allocation and scheduling are transmitter functions. The receiving side is a slave for both these processes.

Downlink scheduling needs to take place at the Node B in order to be able to take advantage of channel information. On the other hand, sequence numbering needs to take place at the point of entry of data into the network. Otherwise, if SDUs are passed around to multiple nodes, there will always be a risk that numbers are re-used during mobility if we use processes such as multicasting or even make before break for L2 mobility (see below).

Therefore, in evolved networks DL scheduling and sequence numbering will likely be located in different nodes.

The question that emerges from this observation relates to the framing, i.e. the process of building RLC payloads. It is not clear whether the framing should be located at the anchor together with the sequence numbering or at the edge of the network, together with the scheduling.

Below we look at the different alternatives.

Note that this is not an issue for uplink since transmission of scheduled data and sequence number allocation functions are collocated.
3.4.2. Framing at the Anchor

If the framing is done at the anchor, the delay in the connection with the serving Node B implies that the anchor cannot have knowledge of the physical layer frame size that can be transmitted over the air in generating RLC frames. In these conditions, allowing RLC to generate payloads with arbitrary sizes could result in packets too big to be transmitted and by extension in stalling the scheduler (see Figure 1 for illustration).
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Figure 1: Framing at the anchor
Hence, the only way to operate a scheme with RLC framing at the anchor is to use a fixed frame size, which is defined a priori independently of what happens at the scheduler. This frame size would need to be small enough for the smallest possible physical layer transmission to carry. Otherwise it could result in a reduction in coverage. This is the scheme currently used for HSDPA.

It would of course be possible to introduce a segmentation layer in MAC, but in the end it would be more efficient to make this part of RLC, so that the framing function can have visibility into the RLC header and so that it can perform joint encoding of the information.

Another alternative would be to relay from the scheduler the average physical layer frame size and to generate RLC payloads based on that. However, in that case it would be necessary to also introduce a re-segmentation scheme in RLC so that re-transmissions which could be sent a significant amount of time later do not run the risk of stalling the scheduler.

Pros: 

· Simple

· Low overhead for small payloads

Cons: 
· High overhead for large payloads (5% in the case of HSDPA)
3.4.3. Framing at the Serving Node B
If the framing is performed at the Node B, it is possible for RLC to tailor payloads to the size of the supportable physical layer frame. Therefore, it is possible to only have one RLC header per physical frame, resulting in declining overheads as physical layer frame sizes increase (see Figure 2 for illustration).
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Figure 2: Framing at the Node B
Because sequence numbering is performed at the anchor (see 3.4.1), the support of variable payload sizes implies that the anchor needs to allocate sequence numbers with the granularity of payload size increments (i.e. 1 byte increment at the most). This results in somewhat greater complexity and header sizes. 
Furthermore, the generation of variable frame sizes in conjunction with the support for re-transmissions introduces the additional requirement of needing to be able to re-segment RLC frames. Indeed, the physical layer payload available for a re-transmission may be smaller than the payload that was allocated for the initial transmission, thereby requiring a re-segmentation of the segment. 
The header size increase can however  be addressed if we allow to select different sequence number space sizes based on the QoS profile of the flow carried by RLC (in this case, the peak data rate).

For example, a traffic flow which is given a very large peak data rate would require a larger RLC sequence number space. Alternatively, a low data rate traffic flow would only require a few bits of sequence number space.
Furthermore, services for which no retransmission is required and thus for which re-segmentation of RLC frames is not needed (RT services such as VoIP or Video Telephony for example), it is possible to perform sequence numbering per PDU and thus the sequence number size can be reduced further.

Cons:

· In order to take advantage of this scheme, sequence numbers need to be allocated byte by byte.

· In order to support re-transmission, this scheme needs to allow RLC frame re-segmentation.

Pros: 

· Allows to reduce the overhead for large packet sizes (best case is 5% improvement)

· Allows to reduce padding thanks to the support of variable size RLC frames (1% in case of HSDPA) 
· Allow different sequence number sizes depending on the QoS profile of the flow
Conclusion 1: We propose to go for the solution with the best average performance and do RLC framing at the serving Node B.
Conclusion 2: We propose to allow for different sequence number spaces (byte based or PDU based) depending on the QoS profile of the traffic flow
3.5. Distributed Nack Processing for Downlink Re-transmissions

In essence the idea is to allow the serving Node B to perform RLC re-transmissions as soon as it receives a NACK if the corresponding data is still in its buffers. In most cases, this would eliminate the need to go all the way back to the anchor, which is the ultimate store for all the data. Of course, if the data is not available in the Node B then the anchor would need to be polled for the data.
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Figure 3: Distributed NAK processing
Note that the serving Node B could easily take advantage of this functionality. It would just need to store one over-the-air RTT’s worth of the data it sent out to the UE. It would therefore not need to store as much data as the anchor, which might need to cope with several re-transmissions and a longer RTT.

In the case the UE is never changing serving Node B, there is no need for the anchor to handle retransmissions, however in any mobility scenario it is possible that the old serving Node B wasn’t able to perform all retransmissions due to lack of time before the Node B change. In this case, it will be necessary for the anchor to handle the missing retransmissions (see Figure 3 for illustration).
If in addition uplink macro diversity is supported in the new system, the distributed NACK processing can be used to increase the robustness of the transmission of NACKs. Indeed a NACK being received by a non serving Node B will be forwarded to the anchor which can decide whether to transmit it to the serving Node B or not. If the serving cell had received the NACK and performed the re-transmission, this may result in a redundant re-transmission. This problem can be circumvented by tagging NACKs with some kind of sequence number or time tag on the Iub. The tag could be sent by the anchor with the re-transmitted data so that the serving Node B can filter it based on what it has already transmitted. There would be a little amount of redundant traffic over the backhaul bue to the transmission of the residual errors after HARQ but not over the air.

Note that this process can be used independently of the location where the framing is performed.

Conclusion: Distributed NACK processing for downlink re-transmission could be applied with some increase in NACK message size over the backhaul.
3.6. Reordering

In both HSDPA and HSUPA, the introduction of interlaced HARQ transmissions resulted into the possibility that MAC payloads would be received out of sequence. As a consequence, a reordering functionality had to be introduced both at the UL and the DL. Since it is assumed that the E-UTRAN architecture will retain the interlaced HARQ transmission design, the reordering functionality will still be needed.
The proposals for the E-UTRAN physical layer include MC-WCDMA which will appear to the L2 Architecture as a series of HS-DSCH channels transmitted in parallel (up to 4). Since these channels all have their respective CQI feedback it can be assumed that the transmission rate on each carrier will be different and result in different number of HARQ retransmissions. 
As a result, a E-UTRAN MC-WCDMA physical layer would require a reordering layer which can accommodate at the most four times more packets than HSDPA. The sequence number space for reordering would have to be increased by 2 bits to 8 bits instead of the existing 6 bits if the same ratio of packet arrival rate to sequence number is kept constant. On the other hand, since the four HS-DSCH channels operate in parallel, the reordering timer should not be impacted (see Figure 4 for illustration).
The same observation applies for both the DL and the UL, in addition on the UL, if Macro Diversity is supported, reordering can be performed at the Anchor. 
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Figure 4: Reordering Queues for MC-WCDMA
Conclusion: The current reordering mechanism concept is compatible with MC-WCDMA.

4. Conclusions
In the following list we provide the conclusions derived from the discussion

· RLC Modes
· Conclusion 1: Retain the concept of a single link-layer both for signaling and data.

· Conclusion 2: No need for TM, but UM and AM should be supported.
· ARQ Functionality

· Conclusion: Retain the concept of a two ARQ protocols for E-UTRAN.

· Location of SDU Framing Function

· Conclusion 1: We propose to go for the solution with the best average performance and do RLC framing at the serving Node B.

· Conclusion 2: We propose to allow for different sequence number spaces (byte based or PDU based) depending on the QoS profile of the traffic flow
· Distributed NACK processing

· Conclusion: Distributed NACK processing for downlink re-transmission could be applied with some increase in NACK message size over the backhaul.
· Reordering
· Conclusion: The current reordering mechanism concept is compatible with MC-WCDMA.
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