3GPP TSG-RAN2 Meeting #48bis 
Tdoc R2-052410
Canne, France, 10 October - 14 October 2005
Agenda Item:

6.3.4
Souce:

Samsung

Title:


Comparing different L2 ARQ schemes
Document for:
Discussion
1. Introduction

There have been shown three different options on L2 retransmission scheme for LTE. 

I. HARQ at node B and ARQ at anchor node

II. HARQ and ARQ at node B
III. HARQ only at node B

This contribution evaluates above options, hopefully to help RAN2’s decision making. 
2. Discussion
HARQ at node B and ARQ at anchor node option

In this option network equipment is cheaper, handover support is better and data loss over Iub will also be recovered. 
When we have ARQ entity in the anchor node, there will be multiplexing gain of ARQ entities comparing to the case when the ARQ entity in Node B. With the multiplexing gain the overall required processing power for ARQ operation decrease, which leads to cost-down of network. 
Better handover support comes from two facts. 

One, the backhaul cost between source Node B and anchor node will be half of the cost of the option where ARQ is in Node B. This is because we should move the remaining packets back to the anchor node in the latter option.
Second, the handover latency is shorter. When the ARQ entity is in the anchor node, we don’t need to re-establish ARQ entity upon handover while we should do so if the ARQ entity is in the Node B.
Data loss over wired link mainly comes from two causes. Congestion & Corruption during transmission. Not like wireless link, wired link is very stable and providing high quality. Fiber link usually provides QoS of 10-8 ~10-9 and even conventional E1/T1 link provides better than 10-6 quality. Therefore recovering corrupted data over Iub would not be a significant motivation. Congestion is caused by imbalance between intermediate node’s storage capability and link speed. Considering the tendency of memory’s down-pricing, it is a bit hard to imagine that network to be deployed at least 10 years after suffer from memory shortage especially when it is operator’s private network. It would not be safe to completely exclude the possibility of congestion over Iub, but we may need some concrete evidence that congestion will happen frequently enough so that recovery mechanism is needed.

Some negative sides of this option are as follows. 

Many companies assumes the frame size should be adjusted to air condition, but it is hard to do so in this option. In general one entity performs ARQ function and framing function together, and having ARQ/framing entity in anchor node would require extensive information exchange to adjust frame size TTI by TTI. 

One proposal [2] suggests to separate ARQ entity and framing entity, by performing ARQ on complete IP packets and extending HARQ operation to cope with channel condition. One possible drawback of this scheme is that complete IP packets whose typical size is 12000 bit should be retransmitted when HARQ fails. So this proposal overcomes one problem but is creating another problem. 
This option requires longer ARQ loop so to increases the time required for status reporting, and this could decrease throughput. However it should be noted that ARQ performance degradation is mainly because of delayed triggering of status report, so added delay over Iub would not be a significant factor. 
HARQ and ARQ at Node B 

This option is expected to maximize ARQ performance in two aspects.

One, ARQ loop is just one radio link, so status report transmission will be quicker. 

Two, since ARQ and HARQ reside in the same node, tight interaction between two functions is possible with minimum standardization effort. Interaction between HARQ & ARQ would enhance the ARQ performance in a sense that transmission status at HARQ can be directly used for ARQ operation. For example, when a PDU is failed, the first entity knowing that the PDU should be retransmitted is the transmitting HARQ entity. So this information could be directly fed to transmitting ARQ entity, and this will make retransmission much faster than relying on peer entities status reporting.
As drawbacks, those quoted as benefits regarding handover support in the first option (e.g. backhaul cost and handover latency) are cons of this option.

One thing to note is that the importance of those drawbacks would be reduced with the advanced network technologies to be deployed like gigabit Ethernet over Iub.. 
HARQ only at node B option

Good point of this option is that additional complexity due to L2 ARQ is not there anymore. As we learned from the fast, specifying L2 ARQ mechanism is not trivial thing. Note that almost 70 % of RLC specification is about RLC AM. 

On the other hand, it will be quite difficult to cope with various QoS requirement with HARQ alone. An well-known fact of HARQ operation is that NACK/ACK error rate is a limit for the reliability that HARQ can achieve.  

Table 1 is captured from 23.107 to show reliability range currently defined in 3GPP. 

<Table 1> 

	Traffic class
	Conversational class
	Streaming class
	Interactive class
	Background class

	SDU error ratio
	10-2, 7*10-3, 10-3, 10-4, 10-5
	10-1, 10-2, 7*10-3, 10-3, 10-4, 10-5
	10-3, 10-4, 10-6
	10-3, 10-4, 10-6


To achieve 10-6of SDU error ratio, NACK/ACK error rate should be better than that, which is quite challenging target for uncoded transmission like ACK/NACK.

According to error rate analysis in [1], to increase reliability of uncoded symbol by one order in typical fading channel, approximately 3 times transmission power is needed. It means that transmission power to achieve 10-6 NACK/ACK error rate would be 27 times transmission power to achieve 10-3 NACK/ACK error rate. 

3. Conclusion
Table 2 summarizes gains and losses of each option.
<Table 2> 
	
	HARQ at Node B and ARQ at anchor node
	HARQ and ARQ at Node B
	HARQ only

	Simplicity
	Additional complexity for ARQ operation
	Additional complexity for ARQ operation
	Simple

	QoS (reliability) support
	Full support
	Full support
	Hard to support high reliability

	ARQ performance
	Similar to legacy network
	Better than legacy network
	N/A

	Frame size adaptation
	Not support (or enduring ARQ performance degrade instead)
	Support
	support

	Network cost for ARQ processor
	ARQ processor cost down due to multiplexing gain 
	No multiplexing gain
	N/A

	HO support
	Better in terms of latency and backhaul cost
	Additional delay and backhaul cost
	Additional backhaul cost


With the above evaluation, the first option and the second option seem better than the third option, not only because of the number of better items but also because of the third option’s inability to support full QoS range. 

Comparing the two first options, the first one is better in inter-Node-B handover support and the second one will have some improved performance (RTT, overhead). At this moment, Samsung has no strong opinion on which of the two schemes should be preferred. 
However considering the location of ARQ would affect overall L2 architecture (e.g. the location of RRC) and end-to-end performance greatly, the decision should be made on a certain metric covering important factors. 

At least, followings should be considered in evaluating the location of ARQ.

· TCP throughput 

· HO break time
· End-to-end delay

We are open to any criteria for the evaluation, and it will be best if we can decide them during this meeting in consensus.

The intention of the proposal is to make the important decision based on the concrete and quantitative analysis rather than based on just list of pros and cons.

Samsung is preparing to evaluate those options with the above metric, and is proposing for other companies to participate for cross check. 
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