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1. Introduction
During the previous RAN WG2 meeting in Sophia-antipolis (RAN2 #45bis) the possibility of prioritizing RLC retransmitted PDUs over new data PDUs was discussed.
In this contribution, the general problem of mapping RLC traffic types to data streams with different priorities is discussed. The concept of data streams with different priorities is applicable to logical channels with different priorities as they are used when an RLC entity is mapped to two different logical channels or to the Iub interface which allows the HS-DSCH DATA FRAME to tag mac-d PDUs with different priority levels.

It is important to realize that when an RLC traffic type is mapped to a particular data stream, it may be out-of-sequence with RLC traffic from the other data stream but it will remain in order relative to the PDUs of the same data stream.
In section 2 of this document several aspects of this proposal are described. Sub-section 2.1 discusses the possibilities of sending different types of RLC traffic out-of-sequence and goes over the consequences of such out-of-sequence occurrences. Sub-section 2.2 discusses the level of out-of-sequence existing in the current specification and proposes a way to solve the problem. Sub-section 2.3 discusses the additional impact of prioritizing RLC retransmissions. Sub-section 2.4 discusses the applicability of this prioritization scheme.
2. Motivation

The proposed prioritization scheme described in this contribution is beneficial to both the UL and DL for different reasons as explained below:

UL: any uplink configuration, including Release 99 channels or HSUPA should benefit from this scheme because the current UL TFC selection scheme uses strict priorities for scheduling. Since data is only prioritized based on the priority of the logical channel it is associated with, it is possible to imagine a case where a higher priority data stream will prevent the correct functioning of a lower priority data stream by preventing retransmissions and/or control PDUs from being sent out.

DL HSDPA: Since the amount of RLC buffer required in order to avoid stalling is proportional to the over the air throughput and the retransmission round trip time there is an incentive to reduce the retransmission round trip time. In HSDPA, scheduling decisions are being made at the node-B which means that the Node-B has to buffer data before the transmission can take place and the larger the amount of data sitting in the node-B buffer is, the larger the retransmission round trip time will be. Hence prioritizing RLC retransmissions and control PDUs over new data is justified. This differentiation of data streams can either take the form of mapping two logical channels to an RLC entity or by letting the Iub interface mark specific mac-d PDUs with different levels of priority.

3. Discussion

Several elements of this scheme have been described in detail in previous RAN WG2 contributions. See [1] and [2] for more details.
3.1. RLC Traffic Ordering
In this subsection we describe the consequences of reordering RLC traffic classes.

We can distinguish a number of different RLC traffic classes:
1. New Data

PDUs being transmitted for the first time. Sent from Sender to Receiver entity. 

2. Re-transmitted data

PDUs having been transmitted at least once before. Sent from Sender to Receiver entity. 

3. Polling Bit

The polling bit is set on PDUs sent from Sender to Receiver to trigger the transmission of status information on the return link. The poll could therefore be set on either new or re-transmitted PDUs. There are a number of polling triggers: last PDU in buffer, last PDU in re-transmission buffer, poll-timer, every Poll_PDU PDU, every Poll_SDU SDU, Window based, Poll Periodic. It is assumed that the polls will be arriving in a certain order for the associated status report to include as much information as possible.

4. Status Info

A Status PDU containing only SUFIs indicating ACK/NACK information. This includes all SUFIs except for the MRW_ACK SUFI. Sent from Receiver to Sender entity.

5. MRW SUFI

A Status PDU containing only the MRW SUFI used for discard with explicit signalling. Sent from Sender to Receiver entity.

6. RESET

Control PDUs. Sent by either Sender or Receiver.

7. RESET_ACK

Control PDUs. Sent by either Sender or Receiver.

The table below shows which information in the columns, is allowed to overtake which information in the rows.
	Column Can Overtake Row
	New Data
	Re-tx Data
	Polling bit
	Status Info
	MRW SUFI
	RESET
	RESET _ACK

	New Data
	No (A)
	Yes
	No (E)
	Yes
	No (G)
	No (H)
	No (K)

	Re-tx Data
	No (B)
	Yes
	No (E)
	Yes
	No (G)
	No (H)
	No (K)

	Polling bit
	Yes
	Yes
	N/A (2)
	N/A (2)
	N/A (2)
	N/A (2)
	N/A (2)

	Status Info
	Yes
	Yes
	N/A (2)
	No (F)
	Yes
	No (I)
	No (L)

	MRW SUFI
	No (C)
	Yes
	N/A (2)
	Yes
	N/A (3)
	No (J)
	No (M)

	RESET
	N/A (1)
	N/A (1)
	N/A (1)
	N/A (1)
	N/A (1)
	N/A (1)
	Yes

	RESET_ACK
	No (D)
	Yes
	Yes
	Yes
	Yes
	Yes
	N/A


Table 1
The next table below contains a description of each illegal case, a possible mitigation technique when applicable, the expected impact and a severity level.
	Illegal Case 
	Description
	Severity Level

	A
	May result in a spurious retransmission.
Impact: un-necessary retransmissions
	High

	B
	Slows down retransmission recovery and reduces general performance.
Impact: increased stalling 
	Medium

	C
	The incoming PDUs may be outside the receiver window and thus discarded by the receiver.
Impact: discarded PDUs
	High

	D
	The incoming data will be discarded by the receiver.
Impact: discarded PDUs
	High

	E
	The triggered status report may not be up to date
	Medium

	F
	If the VR(R) has changed from one Status Info to the other, a RESET procedure will be triggered.
Impact: RESET procedure during regular operation
	High

	G
	If the data PDUs are not included in the purge initiated by the MRW SUFI, there is no impact. If the data PDUs are included inside the purge, they will be received outside the receiver window and discarded by the receiver.
Impact: data PDUs which may have been discarded by the MRW procedure will be discarded.
	Low

	H
	This could result in multiple RESETs if the receiver assumes the RESET ACK has been received and the incoming data is new data. 

Possible Mitigation: It should take a full RTT from the transmission of the RESET ACK to the reception of new data hence an elaborate implementation of the receiver could discard any out-of-sequence data PDUs received less than RTT after the RESET ACK was sent.

Impact: the RESET procedure is doubled
	Low

	I
	Could lead to another RESET if the Status PDU NACKs data out of the initial window position. 
Impact: the RESET procedure is doubled
	Low

	J
	If the MRW SUFI references SNs out of the initial window position it will be discarded. Otherwise the MRW_ACK will be discarded by the receiver.
Impact: MRW procedure will be lost
	Low

	K
	This could result in multiple RESETs if the received PDUs triggers an obsolete status report.
Possible Mitigation: after a RESET procedure, RLC transmission buffers are empty and thus some time will be needed before RLC has any data to transmit at all. An elaborate implementation of the receiver could therefore discard any out of sequence packets coming very soon after a RESET ACK is received.

Impact: the RESET procedure is doubled
	Low

	L
	Could lead to another RESET if the Status PDU NACKs data out of the initial window position.
Impact: the RESET procedure is doubled
	Low

	M
	If the MRW SUFI references SNs out of the initial window position it will be discarded. Otherwise the MRW_ACK will be discarded by the receiver.

Impact: MRW procedure will be lost
	Low


Table 2
In Table 2, several options are denoted as N/A and are described further here: 

(1) No data is sent after a RESET until the entire procedure is completed, which requires that a two way handshake and therefore both entities to be aware.

(2) Polling bit order only affects protocol performance with regards to their position relative to other PDUs.
(3) Only one MRW procedure is started at the same time.
3.2. Separating RLC into data streams 
In section 3.1 we have looked at scenarios where RLC traffic is received out-of-sequence in a very general way. In any practical configuration however a large number of these combinations wouldn’t exist. 

In Table 3 we consider two cases which are of interest in the perspective of RLC link performance:

	RLC Traffic Type
	Data stream priority

	Case 1
	New data

Retransmission data
	Low priority stream

	
	Status Info

MRW

RESET

RESET ACK
	High priority stream

	Case 2
	New data
	Low priority stream

	
	Retransmission data

Status Info

MRW

RESET

RESET ACK
	High priority stream


Table 3
The first case is of interest because it is already supported in the RLC specification and would prevent RLC control information to be delayed. The different out-of-sequence scenarios that can be expected in this case are listed below:
Case G: The severity level is “Low” because if there is only a small probability that useful PDUs would be discarded. In the most likely case, the discarded PDUs would have been discarded by the MRW procedure anyways.
Case H: The severity level is “Low” because the worse course of action would lead to a double RESET procedure which is not very damaging (a RESET is not very likely in the first place and consists of the exchange of two PDUs only). In addition a simple mechanism can be implemented in the receiver that would reduce the probability of a double RESET from happening.

Case K: The severity level is “Low” because the worse course of action would lead to a double RESET procedure which is not very damaging (a RESET is not very likely in the first place and consists of the exchange of two PDUs only). In addition a simple mechanism can be implemented in the receiver that would reduce the probability of a double RESET from happening. This mechanism is however less reliable than the mechanism described in case H.
The second case is of interest as well because it would speed up the RLC recovery mechanism (see [2]), and there is only one additional out-of-sequence scenario related to the polling bit (if the polling bit set on a retransmission PDU overtakes a polling bit set on a new data PDU). When looking at the different polling triggers however, most of them require that the poll be set on new PDUs:

· Last PDU in buffer

· Every Poll_PDU PDU

· Ever Poll_SDU SDU

· Window based

Of the ones remaining, Last PDU in re-transmission buffer is meant to generate a status report for all the missing re-transmitted PDUs. Since these arrive in order anyway, the performance of this scheme is not affected. 

Poll periodic and Timer Poll are used as a means of recovering from polls lost over the air and could be set on either new or re-transmitted PDUs. However, since their triggering is not aligned with specific protocol state variable values, there is no impact if they over-take PDUs or not. 

As a conclusion we can say that the second case described in Table 3 doesn’t add any out-of-sequence scenario to case 1.
3.3. Applicability

The existing specification contains several mechanisms for separating RLC traffic in different data streams. RLC has the possibility to map its traffic to two different logical channels and on the RNC-Node-b interface the Iub can prioritize the HS-DSCH DATA FRAMEs to reduce the node-b queuing delays for RLC retransmissions and control PDUs.

One ambiguity however needs to be clarified in the RLC specification in case the RLC traffic is to be separated into different data streams.
It is mentioned in RLC that a piggy-backed status PDU can be added to a data PDU to make a better use of the available space however it also introduces an ambiguity as to how to categorize such a PDU if RLC traffic is mapped to different data streams. Following is a list of different ways to solve this ambiguity:

A. RLC PDUs containing a piggybacked STATUS PDU are forbidden if RLC is differentiated between control and data PDUs. In this case, there is no ambiguity and the only out-of-sequence scenarios to consider involve control PDUs overtaking data PDUs

B. RLC PDUs containing a piggybacked STATUS PDU are mapped to the data PDU data stream. In this case, the out-of-sequence scenarios include the possibilities listed in A plus the scenarios involving a control PDU overtaking a STATUS INFO PDU or an MRW SUFI.

C. RLC PDUs containing a piggybacked STATUS PDU are mapped to the control PDU data stream. In this case the out-of-sequence scenarios include the possibilities listed in A plus the scenarios involving a data PDU overtaking another data PDU.

Since solutions B and C have additional out-of-sequence scenarios compared to solution A we propose to use solution A. 

4. Conclusion
In this contribution we analyzed how does RLC traffic received out of sequence impact the link performance in general. 

If RLC traffic is to be separated between control and data PDUs and mapped to two data streams with different priorities (giving higher priority to control PDUs), we found that the out-of-sequence scenarios that can potentially happen have a low impact and can be further mitigated at the receiver. It was also found that Piggybacked STATUS PDUs should be forbidden in this type of configuration.

If in addition the RLC retransmissions were to be mapped to the high priority data stream as well, no additional out-of-sequence scenarios would occur and thus no additional performance degradation is expected.

When applied to the particular case of Iub prioritization of mac-d PDUs, the same conclusion can be applied if one wants to prioritize control and retransmission PDUs over new data PDUs. Here again, piggybacked STATUS PDUs should be forbidden in this type of configuration.
In a different approach applicable to HSUPA only, it can be mandated that all logical channels originating from the same RLC entity be mapped to the same reordering entity (even though they may have different priority levels). As a result, there will be no occurrence of RLC out-of-sequence at the RLC receiver. The cost of this solution is reduced flexibility as it will not be possible to send retransmission and control PDUs with shorter delays.
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